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Abstract. The main goal of the paper is to show new stability and
localization results for the finite element solution of the Stokes system in
W1 and L norms under standard assumptions on the finite element
spaces on quasi-uniform meshes in two and three dimensions. Although
interior error estimates are well-developed for the elliptic problem, they
appear to be new for the Stokes system on unstructured meshes. To obtain
these results we extend previously known stability estimates for the Stokes
system using regularized Green’s functions.
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1 Introduction

1 Introduction

In the introduction and the first part of the paper we focus on the three-dimensional
setting. However, our results are valid in two dimensions and we comment on that at
the end of the paper. We assume € C R? is a convex polyhedral domain, on which we
consider the following Stokes problem:

—AT+Vp=f inQ, (1.1a)
V-i=0 inQ, (1.1b)
#=0 on 99, (1.1c)

with f = (f1, f2, f3) be such that @ € (H}(2) N L>(£2))? or respectively @ € (H}(2) N
Whoo(Q))3 and p € L®(Q2). The solution p is unique up to a constant, we choose
p € L3(9), i.e. p has zero mean.

This paper is the first paper in our program to establish best approximation results
for the fully discrete approximations for transient Stokes systems in L and Wh*®
norms. Similar program was carried out by the last two authors for the parabolic
problems in a series of papers [15-18]. The approach there relies on stability of the
Ritz projection, resolvent estimates in L> and W1* norms and discrete maximum
parabolic regularity. We intend to derive similar results for the Stokes systems. In this
paper, we give a new L stability result of the form

liinllzoe () < Cn Al (i bl [0 0) + APl e ) (1.2)

In a second step we prove respective local version of (1.2) and of the corresponding
W results from [12,13]. These estimates take the form

VRl oo (pyy + PRIl oo (1)

< C IVl e ) + 1Pl (0 ) + Ca( IV 20y + Ipllz2e))

and

lnll ooy < Cl ] ([ bl oy + BlPN es))
+ Caltn b (|1l p2(y + Bl 1y + PPl 2 )

where for 2 € Q, Dy = B.(2) N, Dy = Bp(z) N Q, 7 > r > 0 and Cy depends on
d=|r—7| > kh.

Global pointwise error estimates for the Stokes system similarly to (1.2) have been
thoroughly discussed in recent years. The three-dimensional W case was first dis-
cussed in [2,11] under smoothness assumptions on the domain or limiting angles in
non-smooth domains. Later on, using new results on convex polyhedral domains, e.g.
from [19,21, 26], the limitations on the domain were weakened in [12,13]. The L™
bounds were first discussed for 2 C R? in [8] and for dimensions greater than one and
smooth domains in [2] but with the W norm appearing on the right-hand side and
using weighted norms, which is not sufficient for the applications we have in mind.

Interior (or local) maximum norm estimates are well-known for elliptic equations,
see, e.g., [14,28], and are particularly useful when dealing with scenarios where the
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solution has low regularity close to the boundary or on local subsets of ), e.g. for
optimal control problems with pointwise state constraints, sparse optimal control and
pointwise best approximation results for the time dependent problem, see [5,16,24].
For the Stokes system, the only pointwise interior error estimates are available on the
regular translation invariant meshes in two dimensions [22]. To our best knowledge,
the interior results presented here are novel and have not been discussed before.

Let us quickly comment on one property specific to the Stokes problem. Regularity
results typically appear as velocity-pressure pairs where the pressure has lower regu-
larity, e.g. ||Vl () and ||p||re(q). Those pairs can then be estimated as in [12,13].
Thus, we only supply |[|4| 1, () in the second estimate since bounds for ||p||y;,-1,.. would
add another layer of complexity and to our knowledge have no apparent advantages.

In three dimensions our proof of the local estimates is essentially based on L' and
weighted estimates of regularized Green’s functions. For W1 it is enough to slightly
adapt the results from [13] for the Green’s function of velocity and pressure.

In the case of L™, we prove the respective estimates using the local energy estimates
given in [13] and estimates for Green’s matrix of the Stokes system, see, e.g., [21].
Furthermore, another important element of the proof for L is a pointwise estimate of
the Ritz projection [15]. Using the stability result proven there, we are able to carry
out our proof without the need to discuss the behavior of the discrete solution along
finite element boundaries.

In two dimensions our approach for the local estimates follows along the lines of
the three-dimensional case. Here the estimates for the regularized Green’s functions
and the Ritz projection are all known from the literature, see [8,11,27]. The results
from [8,11] are derived using an alternative technique, the global weighted approach as
introduced in [23,25]. For the global weighted approach we need similar but slightly
different assumptions on the finite element space than for the local energy estimate
technique in the three-dimensional setting. Thus, to keep the notation simple, we deal
with the two dimensional case in a separate section at the end of this work.

Several important applications from Navier-Stokes free surface flows to the numerical
analysis of finite-element schemes for non-Newtonian flows have already been noted
in [11]. As mentioned, interior estimates play a role specifically for optimal control
problems with state constraints, e.g. in [6]. Stokes optimal control problems are also
closely related to subproblems in optimal control of Navier-Stokes systems where for
Newton iterations one has to solve linearized optimal control subproblems in each step,
see, e.g. [4].

An outline of this paper is as follows. In Section 2, we introduce notation and state
assumptions on the approximation operators as well as the main results of our analysis.
Section 3 gives key arguments for the proof of the main theorems for the velocity and
reduces them to the estimates of regularized Green’s functions, which are derived in
Section 4. Based on these results, we deal with bounds for the pressure in Section 5.
Finally, in the last section we show the local estimates in two dimensions.

2 Assumptions and main results in three dimensions

2.1 Notation

We now introduce the basic notation. Throughout this paper, we use the usual no-
tation for the Lebesgue, Sobolev and Holder spaces. These spaces can be extended
in a straightforward manner to vector functions, with the same notation but with the
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following modification for the norm in the non-Hilbert case: if @ = (u1, u2,us3), we then

set
1/r
il = | [ @"as]
Q
where | - | denotes the Euclidean vector norm for vectors or the Frobenius norm for
tensors.

We denote by (-, -) the L?(Q) inner product and specify subdomains by subscripts
in the case they are not equal to the whole domain. In the analysis, we also make use
of the weight o = oz, 1 (%) = \/|a_c' — Zo|* + (kh)? for which &, x and h will be defined
later on.

2.2 Continuous problem

Next we want to recall some results for solutions to (1.1a) to (1.1c). Existence and
uniqueness of the solutions to the problem on bounded domains are shown in [10]. For

the proof of the respective regularity estimates on convex polyhedral domains we refer
to [3,20]. For f € H=(Q)3 there holds

Il @) + Pl 20y < C1Fll -1

Furthermore, for f € L(Q), (i, p) are elements of (H} () N H2(Q))? x H'(Q) and it
holds

1 20y + 1Pl i1 (@) < Cl ANz (2.1)

2.3 Local H? stability estimates
In the following analysis we will also require the localized H? stability estimates.

Lemma 2.1. Let Ay = B.(Z)NQ, Ay = Bs(2)NQ forz € Q and 7 > r > 0. We
denote the difference of the radii by d = | — r|. Furthermore let (i, p) be the solution
to (1.1a) to (1.1c). Then, it holds

. - 1 . 1, . 1
sy + llscan < © (1 + 319y + alliscay + 3P0y )

Proof. Let w € C*°(Q) be a smooth cut-off function with w = 1 on A; and w = 0 on
O\ Ay such that

1
|VFw| ~ 7 fork=0,1,2 (2.2)

We consider 4 = w¢ and p = wp. Then, we get the following weak formulation for
P € Hy(Q)?
(Vi, V@) = (Vw @ U+ wVi, V)
=—(V:-(Vw®1u),p) + (Vi,V(wg)) — (Vi, Vw ® §)
~(V- (Vo ® @), ) + (f0@) + (0, V - (0§)) ~ (Vii, Vo @ )
~(V - (Vo @ @),8) + (fLw@) + (@p, V- §) + (Vop, §) — (ViVw, )
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where we used (1.1a) and in addition we get
V-u=Vw-u.
Thus, @ and p solve the following boundary value problem in the weak sense

—Ai+Vp=f—-V-(Vw®d)+ Vwp — ViVw in Ay,
V-i=Vw-i in Ao,
U on 0As,.

Il
=11

By construction we have that A is convex and Vw - ¢ vanishing on the boundary 9A,.
Thus, according to [3, Thm. 9.20] and the fact that V - @ is zero on 0Ag, the H?
regularity result (2.1) holds in this situation as well, and we obtain

@l g2 ag) + 1Pl prgay) < € (||ﬂ|L2(A2) + VoV 124, + ||V2Wﬁ||L2(A2) + ||VWPHL2(A2))
" 1. 1. . 1
<C <||f||L2(A2) + gHVUHJﬁ(Ag) + ﬁ”“”]ﬁ(,@) + de||L2(A2)) ’
where we used (2.2). We get

Il g2gayy + 1PN cayy = lallggayy + 151 g1 cay)

< Nall gz agy + 1Bl g1 eay)
. 1 1 1
< C {2 ag) + glIVallzacay) + lltdlizacay) + SllPlz2a,) ) -

O

Using a covering argument (see Corollary 2.16 for details), we may show the following
corollary.

Corollary 2.2. Let Q1 C Qo C Q with dist(Q,0s) > d, then holds for (ii,p) the
solution to (1.1a) to (1.1c) that

_ = 1, 1 . 1
8l 2y + 1Pl 20y < € <||f”L2(Qz) + a“vu||L2(Qz) + EHUHH(QZ) + d‘pHL?(Qg)) :

2.3.1 Green’s matrix estimate

We also need estimates of the respective Green’s matrix for the Stokes problem. For

this, refer to [21, Section 11.5]. Let ¢ € C*°(2) be vanishing in a neighborhood of the
edges and

AW@%:L

The matrix

G(Z,9) = (Gi;(Z,9))ij=1,234
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is the Green’s matrix for problem (1.1a) to (1.1c) if the vector functions ij = (G14,Gaj,Gs )T
and Gy ; are solutions of the problem

N, CG(Z, ) + VaGaj(Z,9) = (% — §)(01,j, 82,5, 05,5)"  for &7 € Q

V. Gi(#,9) = (6(F —§) — ¢(%)ds;  for &, 7€,
Gi(Z,7) =0 for 7 € 00,7 € Q

and G4 ; satisfies the condition
/ Gaj(Z,)p(F)di =0 for §in Q,j=1,2,3,4.
Q

For the existence and uniqueness of such a matrix, we again refer to [21]. If now
f € H71(Q)® and the uniquely determined solutions of the Stokes system given by
(ii,p) € HL()3 x Ly(R) satisfy the condition

/maa@ﬁ:o (2.4)
Q

then the components of (, p) admit the representations

~—

m(f)=/ﬂf(5 -Gi(E,7)dE, i=1,2,3,

p(@) /ﬂ?@@m@ (2.5)

Q

To apply this result to our case, we need to find a suitable ¢ such that (2.4) holds. We
show this is possible for p € C%*(Q) N LZ(2). By [21, Theorem 11.3.2] this is fulfilled
for data in C~1%(Q). For our use cases in later sections we consider at least continuous
right-hand sides, so this is applicable.

Without loss of generality, we assume p # 0. Thus, since the mean value of p is zero,
there exist open sets A, B € () such that

p>0 for ACQ,
p<0 for B C.

We then can choose ¢ such that

p=0 onQ\(AUB),
$>0 onA B

and thus ¢ vanishing close to the edges of Q. Through suitable scaling on A and B, we
get

Ama&mwz—/pwﬂmﬁ

and hence
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Finally, since by assumption ¢ > 0, we normalize ¢ with respect to the L'(2) norm to
complete the construction. This shows that we can apply the results for the Green’s
matrix to (@, p). Furthermore, we can also use the available results from [13].

We state estimates for the Green’s matrix specific to convex polyhedral domains as
it can be found in [21, Theorem 11.5.5, Corollary 11.5.6].

Proposition 2.3. Let Q) be a convex polyhedral type domain. Then, the elements of

—

the matriz G(Z,§) satisfy the estimate

— —

10000 Gj(Z,€)] < el — &] 1 am0na o118

for 10| <1—96;4 and |B] < 1—0j4. Furthermore, the following Hélder type estimate
holds in this setting

100G 5(2,€) — 00Gi ;(3,€)]
17— g]”

< C(|f— g|—1—a—5j,4—|9\ 17— a—l—a—aj,zl—\m)‘

2.4 Finite element approximation

Let 73, be a regular, quasi-uniform family of triangulations of Q, made of closed tetra-
hedra T, where h is the global mesh-size and L3(Q) the space of L?(£2) functions with
zero-mean value. Let V), C HE(Q)? and My, C L3(Q) be a pair of finite element spaces
satisfying a uniform discrete inf-sup condition,

(qn, V - 0p)

A Bllanllzz)  Van € M,
Tp€Vh UnllL2(2)

with a constant 3 > 0 independent of h. The respective discrete solution associated
with the velocity-pressure pair (@, p) € H} ()3 x L3(f) is defined as the pair (i, pr) €
Vi, x M), that solves the weak form of (1.1a) to (1.1¢) given by the bilinear form a(-, -)
which is defined as

a((tn; pr), (Uns qn)) = (Vip, Vo) — (pr, V - 0) + (V- Un, qn)- (2.6)

and the equation

—

a((tn, pn), (Tny an)) = (fo0h)  Y(Oh, qn) € Vi x M, (2.7)

2.5 Approximation assumptions

Next, we make assumptions on the finite element spaces. We assume, there exist
approximation operators P, and rp as in [13], i.e. P, and 7, fulfill the following
properties. Let Q C Qg C 2, with d > Rh, for some fixed K sufficiently large and
Qq = {7 € Q: dist(Z,Q) < d}. For P, € LIH}(Q);V3) and 7y, € L(L?(); My,) with
M;, corresponding to M), without the zero-mean value constraint, we assume it holds:

Assumption 2.4 (Stability of P, in H'(Q)3). There exists a constant C independent
of h such that

IVPu(0)12() < CIVl 20y, V0 € Ho(Q) .
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Assumption 2.5 (Preservation of discrete divergence for Py). It holds
(V- (T — Pu(¥),qn) =0, Vaqn € My, Vo€ H} Q).

Assumption 2.6 (Inverse Inequality). There is a constant C independent of h such
that

[Tnllwre(g) < Ch_lHUhHLp(Qd) Vi, € Vi, 1 < p < 0.

Assumption 2.7 (L? approximation). For any ¢ € H?()3 and any q € H*(Q) ewxists
C independent of h, U and q such that

1 Pn(0) — 17||L2(Q) + 1|V (Py(7) — 77)||L2(Q) < ChQHVQﬁHH(Qd)a
Ira(q) — Q||L2(Q) < ChHVQHL?(Qd)-
In the following, €; denotes the i-th standard basis vector in R3.

Assumption 2.8 (Approximation in Holder spaces). For ¢ € (C1*() N HOI(Q))3 and
q € C%%(Q), it holds

IV (Pu(@) = 0) oo () < Ch 18]l a0
||rh(Q) - QHLOO(Q) < ChaHC_I”Co,a(Qd),

where

1]l grva(g) = 19llerg) + sup =
Chaa(®) (@) £.€Q 7 — 4]
1€{1,2,3}

Assumption 2.9 (Super-Approximation I). Let 7}, € Vi, and w € C3(Qq) a smooth
cut-off function such that w =1 on Q and

[Viw| < Cd™*, s=0,1,
where Qq = {T € Q: dist(Z,0Q) > d}. We assume
IV (@?3 — Pu(w?5n))ll 2y < Cd™ 1Tnll 12,
For q, € My, we assume

lw?an — ra(w?an)ll 12(q) < Chd™lanll2(q,)-

One common example of a finite element space satisfying the above assumptions are
the spaces of Taylor-Hood finite elements of order greater or equal than three. For
more details on these spaces and the respective approximation operators, we refer to
[1,11,12].

Remark 2.10. Here we restrict ourselves to Taylor-Hood finite element spaces since
in the following arguments we use results for finite element approximations of elliptic
problems. These results are available for the usual space of Lagrangian finite elements.
The question if they can be extended to spaces used for the Stokes problem, like e.g.
the “mini” element, which also fulfill the assumptions above, is still open.
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Next, we state a well-known energy error estimate for an approximation of the Stokes
system. For details on the proof, see e.g. [9, Proposition 4.14].

Proposition 2.11. Let (4, p) solve (1.1a) to (1.1c) and (un,pr) be its finite element
approximation defined by (2.7). Under the assumptions above, there exists a constant
C independent of h such that,

1@ = tnllgr o) + [Ip = rll 20 < C min (Hﬁ_thHl(Q) + ”P—QhHL2(9)> -
(Un,qn) €V X M},

2.5.1 Local energy estimates

An important tool in our analysis are the local energy estimates from [13, Thm. 2].

Proposition 2.12. Suppose (7,q) € H}(Q)? x L*(Q) and (T, qn) € Vi, x My, satisfy
a((F =T, g — an), (X w)) =0 V(Y. w) € Vi x My,

for the bilinear form a(-,-) given in (2.6). Then, there exists a constant C such that
for every pair of sets Ay C Ay C Q such that dist(Ay,0A2\00) > d > kh (for some
fized constant & sufficiently large) the following bound holds for every e >0

R " L L. "
IV(@ = )l 2a,) < C (HV(U = Put)llz2(ag) + 1 = rdllpzgag) + 5110~ PhUHL2(A2)>
L C.. .
+ e[| V(v - Uh)||L2(A2) + QHU - Uh||L2(A2)~

2.6 Main results

In the following statements, the constant C' is independent of #, p and h, but may
depend on the parameter « related to the largest interior angle of ). We start with
the W1 error estimates. The global stability result

IVl ey + 12l ) < € (IVE o) + ol gy )

on convex polyhedral domains was established in [13] (see also [12]). Here, we establish
a localized version of it. In the our results B, (Z) denotes a ball of radius r centered at
T e

Theorem 2.13 (Interior W1 estimate for the velocity and L> estimate for the
pressure). Let the assumptions of Section 2.4 and Section 2.5 hold. Put D1 = B, (Z)NS2,
Dy = Bi(Z)NQ, 7 > r > kh (with k& large enough), d = 7 —r > Kh. If (i,p) €
(Whee(Dy)3 x L®(Dy)) N (HE ()3 x L3(Y)) is the solution to (1.1a) to (1.1c), and
(tn,pr) is the solution to (2.7), then
IV oo (py) + 1Pnll oo (D,
< C (Il e () + WPl () ) + Ca I Vil 20 + Pl 22()-

Here, the constant Cy depends on the distance of Br(Z) from 0Bz(Z).

Next we state similar results for the velocity in L norm.
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Theorem 2.14 (Global L™ estimate for the velocity). Under the assumptions of Sec-
tion 2.4 and Section 2.5, for (i, p) € (L>°(Q)3x L>=(Q))N(HE ()3 x L3(Q)) the solution
to (1.1a) to (1.1¢) and (up,pp) the solution to (2.7), it holds

[6n || oo () < ClInh| (|1n I poo () + h||pHL°°(Q)>-

The additional logarithmic factor in front of the velocity is probably not optimal, it
appears when applying a pointwise estimate for the Ritz projection. We also get the
respective local estimates.

Theorem 2.15 (Interior L error estimate for the velocity). Under the assumptions of
Section 2.4 and Section 2.5, with D1 = B,(Z)NQ, Dy = Bi(2)NQ, 7 > r > kh (with
large enough), d = #—r > kh and for (ii,p) € (L>°(D2)® x L>=(D9))N(H(Q)? x LE(Q))
the solution to (1.1a) to (1.1c) and (up, pn) the solution to (2.7), it holds

il () < Cltn bl (100 B[] oo ) + PP e 1))
+ Caltn b (Al gy + Il 20 + bllpllz2ce) ) -

Here, the constant Cy depends on the distance of By(Z) from 0B#(Z).

Based on these theorems, we can derive the following corollaries for general subdo-
mains Q1 C Qo C Q with diSt(Ql, 892) >d > kh.

Corollary 2.16 (Interior W™ estimate for the velocity and L> estimate for the
pressure). Under the assumptions of Section 2.4 and Section 2.5, Q1 C Qo C Q with
dist(Q1,0Q2) > d > kh and for (ii,p) € (W12(Q9)3 x L°(Q2)) N (H(2)3 x L3())
the solution to (1.1a) to (1.1c¢) and (in,pp) the solution to (2.7), we have

IVinll poe ) + PRl oo (0y) < C <HVﬁHL°°(QQ) + HpHLOO(Qg)> + Cd(HVﬁHLQ(Q) + HPHL?(Q))-

Here, the constant Cy depends on the distance to Q1 from 0€s.

Proof. We can construct a covering {K;}, of Qy, with K; = By, (%;) N Qy such that
1) & cUY, K.
(2) #; € Q for 1 <i < M.

(3) Let L; = By, (Z;) N2 where r; = 7 +d. There exists a fixed number N such that
each point ¥ € Uzj\i1 L; is contained in at most N sets from {Lj}j]‘/il'

Now, since dist(€21,0Q) > d and (2), we have that Uf\il C 3. We can apply Theo-
rem 2.13 to the pairs K; C L;:

M
VR Lo () + PRl ooy < ZHVﬁhHLN(Ki) + Ipnll oo ()
i=1

M
< Z (C (HWHL%(M + HpHLw(Li)) + Cu (IVill 20y + Hp”m(m))

< N(C (HWHL%(QQ) - HpHLw(QZ)) + Cyq (IVilll 2 () + DIl 22(02)) )

where we used (3) in the third line. O

10
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Similarly, the following corollary follows with dist(Qy,9%22) > d.

Corollary 2.17 (Interior L™ error estimate for the velocity). Under the assumptions
of Section 2./ and Section 2.5, Q3 C Qo C Q with dist(Ql,ﬁﬁg) > d > kh and for
(ii,p) € (L=(9)3 x L>®(Q2)) N (HE(Q)? x LE()) the solution to (1.1a) to (1.1c) and
(Up, pn) the solution to (2.7), we have

@l gy < Ol ([ Bl e ) + PllPl o )
+ Caltn b (Rl 15y + 20 + Bllpllz2o))

Here, the constant Cyq depends on the distance to Q1 from 0o.

Remark 2.18. We may also write the results above in terms of best approximation
estimates. For example for L* global bounds:

l|tin, — 1| Lo (@) < inf Cllﬂh’@HhHW—UhHLoo(Q) +hHP—QhHLo<>(Q))-
(Tn,qn) €V x Mp,
Naturally, this also applies for other results in this section.

Remark 2.19. Using the weighted discrete inf-sup condition from [7] it is possible to
extend the the global estimate to the compressible case. However, for the applications
we have in mind the incompressible Stokes system is sufficient.

3 Proof of main theorems

In this section, we reduce the proofs of Theorems 2.13 to 2.15 for the velocity to certain
estimates for the regularized Green’s functions. The estimates for the pressure are given
in Section 5. To introduce the regularized Green’s function we first need to introduce
a regularized delta function. In addition we will require a certain weight function.

3.1 Regularized delta function and the weight function

Let R > 0 such that for any Z € Q the ball Bg(Z) contains Q. Furthermore, let y be an
arbitrary point of {2 and Tz, € ;. In the following sections, we estimate [0y, i(To)|,
Ui (Zo)| for arbitrary 1 < ¢,7,< 3 and |p(Z))|. To begin with, we introduce the weight

. . N . 1/2
o(#) = oz, n(@) = (17 = Tl + (kh)?) .

The parameter £ > 1 is a constant that is chosen to be large enough. Furthermore, let
h be suitably small such that

kh < R (see also [11, Remark 1.4]).

In the following, we use a regularized Green’s function to express the L>°(2) norm
such that the problem is reduced to estimating the discretization error of the Green’s
function in the L!(Q) norm as in [12,13]. To that end, we define a smooth delta function
8n € C}(Tz,), which satisfies for every 7, € Vi:

Un,i(Zo) = (Un, 0n€i) 15, (3.1)

1m Iy (s ) < CRTFPHVD 1< g <00k =0,1,... (3.2)

11



3 Proof of main theorems

The construction of such a d;, can be found in [29, Appendix]|. We recall some properties
for o and 6. By construction, it follows

inf o(Z) > kh. (3.3)
e

Next, we provide an estimate for the L?(€) norm of the product of 6, and o.

Lemma 3.1. There exists a constant C' such that for v >0
oV 0| 2y < 27/2CrV R TF32 | =0,1.

Proof. This follows from the fact that d;, is only non-zero on T%,, o is bounded on T,
by v2kh and (3.2). O

The general strategy for proving the local results is to partition the domain into the
local part and its complement. Then, we use regularized Green’s function estimates in
the L' norm on the local part and weighted L? norm on the complement. For the L™
error estimates we additionally require a certain estimate for the Ritz projection.

3.2 Wh>(Q) estimates

The proof of local W1°°(Q) error estimates is similar to the global case [12,13] and is
obtained by introducing a regularized Green’s function.

3.2.1 Regularized Green’s function

For the W1 error estimates, we define the regularized Green’s function (g, A1) €
HE(9)? x L2(Q) as the solution to

—Ag1 + VA1 = (0g;6p)€;  inQ, (3.4a)
V-1i=0 1inQ, (3.4b)
G1=0 on o9, (3.4c)

We also define the finite element approximation (g p, A1,n) € Vh x Mp, by
al(Gr = i M = Ap)s (B qn) =0 Y(Gh, q) € Vi x My, (3.5)

3.2.2 Auxiliary results for (gi, A1) and (Gi p, A1 p)

To show our main interior W1 result, we need the regularized Green’s function error
estimate in L'(Q2) norm which is given in [13, Lemma 5.2].

Lemma 3.2. There exists a constant C' independent of h and g1 such that
V(51 — G1p)ll L) < C.

In addition, we also need the following weighted estimate, the proof of which follows
by a minor modification of the proof in [13, Lemma 5.2].

Corollary 3.3. There exists a constant C independent of h and g1 such that

o33V (g1 — Gin) | 20 < C.

12



3 Proof of main theorems

The details on the proof of this corollary are given in Section 4 where we introduce
the respective dyadic decomposition.

Remark 3.4. The results in Lemma 3.2 and Corollary 3.3 also follow in a straightforward
manner from the arguments in [12] but are not available in our setting since we make
different assumptions on the finite element space which we find similar but not directly
compatible to the assumptions made in [12].

3.2.3 Localization

We reduce the proof to certain estimates involving g1 and gi .

Proof of Theorem 2.13 (velocity). Using the regularized Green’s function as defined in
(3.4a) to (3.4c), for Zy € Tz, C D, we have

— O, (i )i(%o) = (tn, (Ox;0n)€) (by (3.1))
= (dp, —Ag1 + V1) (by (3.4a))
= (Viy, V1) + (dp, VA1) (integration by parts)
= (V’L_l:h, Vﬁl) + (ﬁh, V/\l,h) + (Vﬁh, V(th — gﬁ)) (by (3.5))
= (Vin, Vain) (integration by parts, discrete divergence)
= (Vi,Vain) + (p—pn, V- gin) (by (1.1a) and (2.7))
— (VEYGun) + (.Y - i) (by (35) and (3.4b)
= (Vu,V(G1n— 1)) + (VE,Vg1) + (p, V- (Gin —G1))  (continuous divergence)

=L+ 1+ Is.
To treat I we use integration by parts, the Holder estimate, and (3.2)
I = (i, —Ag) + (4, VA1) = (U, (0z;6n)€;) = (—0q,U, 0pe;) < CHVEHLOO(TEO).
Since r — 7 > kh this proves the result for Is.

For the other two terms, we split the domain into Dy and Q\Ds. Using that o= >
(R(F —7))~! on Q\ Dy and the Holder estimates, we have

1+ 13 2 C (9] e ) + 1Pl e () ) 191 = )20

+ C(HW?’/QVﬁHLz(Q\Dz) + HU*S/QPHB(Q\DQ)) 1o%2% (1.0 — G1) | 220
< C(HVﬁHLOO(Dg) + HpHLOO(DQ)) IV(G1n — 1)L (o)

+C(F - 7“)73/2(HV71HL2(Q) + HPHL2(Q)> 1%V (Gr = 1) | 22(0)-

The result then follows from Lemma 3.2 and Corollary 3.3. O

3.3 Estimates for L>°(Q)

For this case we use the stability of the Ritz projection in L*(€2) norm as shown in
[15].

13



3 Proof of main theorems

3.3.1 Regularized Green’s function

This time we define the approximate Green’s function (gp, Ao) € H(Q)? x L3() as
the solution to

—Ago + Vg =0p€; in (3.6a)
V.go=0 inQ, (3.6b)
Go=0 on 9N (3.6¢)

Here, €; is as before the i-th standard basis vector in R3. We also define the finite
element approximation (o, Aoxn) € Vi x M}, by

a((Go — o, Ao — Mon)s (Th,qn)) =0 (T, qn) € Vi X My, (3.7)

Compared to (3.4a) to (3.4c), the right-hand side of (3.6a) is less singular, which means
we can expect faster convergence.

3.3.2 Auxiliary results for (go, \o), (§o,n, Ao,n) and the Ritz projection

Similarly to the W1 case, we need certain error estimates for the discretization of
the regularized Green’s function (go, Ao). However in contrast to (g1, A1), we could not
locate such results in the literature. For our purpose we need to establish the following
results, for which the proofs are given in Section 4.

Lemma 3.5. Let (go, \o) be the solution of (3.6a) to (3.6¢) and (Go.n, Mo,n) the respec-
tive discrete solution. Then, it holds

IV (Go — o)l L1(y < Chllnhl.
The weighted norm estimate follows essentially from Lemma 3.5.

Corollary 3.6. Let (go,\o) be the solution of (3.6a) to (3.6¢) and (gon,Non) the
respective discrete solution. Then, it holds

16%/2V (Go — Gon)ll 220y < Chllnhl.

As mentioned before, the proof is based on local and global max-norm estimates for
the Ritz projection R;,Z of # € Hi(Q)? which is given by

(VRyZ, V) = (VZ,VT,) Vi, € Vi

We state the slightly modified results [15, Theorem 12] and [14, Theorem 4.4] for the
convenience of the reader.

Proposition 3.7. There exists a constant C independent of h such that, for 7 €
HE(9)2 N L>®(Q)3 the solution of the Laplace equation, it holds that

| Rn 2l Loo () < Cllnhl||Z]] oo ()-

Proposition 3.8. Let D C Dy C Q, where Dy = {x € Q : dist(x, D) < d}. Then, for
Z € H(Q)3 N LX(Q)3 the solution of the Laplace equation, there exists a constant C,

14



3 Proof of main theorems

independent of h, such that
|1 RhZ] oo (py < MAJ|Z poo () + Caltll 2] o
where Cy ~ d—3/2.
We will also require the following result.
Lemma 3.9. Let (Go, \o) be the solution of (3.6a) to (3.6¢c). Then, it holds
IV XollLi(qy < Clnh|Y[[0* 2V ol 12(0) < Cllnhl.
The respective proof is given in Section 4.

3.3.3 Max-norm estimate

With these tools at hand, we can go ahead with the proof of the theorem.

Proof of Theorem 2.1/ (velocity). We make the ansatz for ¥y € Q

th, Ph), (Go.hs Noh))
@, p), (Jo,hs Ao,h)) (by orthogonality)
Vaon) — 2,V - Gon)-

Since gon € Vh we have
(Vu,Vgon) = (VRLUE, Vo)
and hence by using V- go =0
p,i(Zo) = (VRyU, Vion) — (0, V- Go) = (VRyd, Vgon) — (0, V- (Jo,n — G0))-
We can use an inverse estimate on VRpu. Thus,

(VRyu,Vgon) = (VRyu, V(gon — go)) — (Rui, Ago)
= (VRhU V(Go,n — go)) — (Rpti, —0néi + Vo)

M Rul| Lo ()1 V (o — Fo)ll 1) + ClIRA| oo (2 <1 + ||V>\0||L1(Q))
For the second term, we get by estimating the divergence by the gradient:
(2, V- (Go.n — go)) < Clipll eIV (Go,n — Go)ll 11 ()

Now we can apply our auxiliary result for ||V(gon — Go)llz1(n). Thus, we have by
Lemma 3.5 combined with Proposition 3.7 and Lemma 3.9

|iTh,i (T0)| < CI ||| ooy~ 1V (Gop — G0) 22 () + 1121 oe () IV (Go.n — Go)ll 1 ()
< (I APl (@) + [ blllpl oy )
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4 Estimates for the regularized Green’s function

3.3.4 Localization

The approach for the localization in the L case is similar to W1 but different in
the sense that we again use the stability of Ry in L® norm.

Proof of Theorem 2.15 (velocity). We only consider Zy € Tz, C Di. As before, using
(2.6), (2.7) and (3.7) gives

((%nh, pn)s (Go,hs Ao,n))

((U ) (Go,n> Aoh)) (by orthogonality)
Vi, Vgon) = (p, V- gon)

1+ Io.

Up,i (Zo)

I
S

—

~

Using the properties of the Ritz projection we first consider

= (VRy, Vo,n)

= (VRyu, Vo) + (VRRT, V(o — Go))

= (Rpt, Ado) + (VRpt, V(go,n — go))

( —(5h€i + V)\()) (VRhﬁ V(go h— go))

< MR poo 5, ) + 1B oo () IV A0l L1 @) + VRG] oo () IV (o0 = G0) L1 (2)
+ 1072 Ryl 120\ ) 0>V Mo | L2 @) + HJ_S/ZVRhﬁHL2(Q\D2)”03/2V(go,h = 90)llz2(0)
< ClRMT ooy (1 + 1V 0l ) + 2 7H IV G = G0 )

+ Call Bl 2y (102 V Xoll 2y + = 10%/29 Go = o)l 2 ).

where we apply (3.1), split the domain into Ds and Q\ Ds, use the properties of o and
apply an inverse inequality. To estimate Ry in the L> and L? norm we can apply
Proposition 3.8 and an estimate for ||Rp@ — | 72(q) to see together with Lemma 3.5,
Corollary 3.6 and Lemma 3.9 that

1 < Cll b ] o ) (1 + W) + Calte bl (1 20y + Bl 1))
< Gl W] e gy + Caltn bl (1] 2y + Pl )
Using similar arguments we get for

Iy = —(p, V- (Go,n — G0))
< Clipll oo (p) IV (Go,n = o)l 1 (02) + Callpll 20 Wo® 2V (Gon — )l 22
< CllnA|[pll oo,y + Calln h|\|PHL2(Q),

which concludes the proof of the theorem. O

4 Estimates for the regularized Green’s function

In this section we prove Corollaries 3.3 and 3.6 and Lemmas 3.5 and 3.9 which we need
in order to establish the main theorems.
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4 Estimates for the regularized Green’s function

4.1 Dyadic decomposition

For the proof of our results, we use a dyadic decomposition of the domain €2, which we
will introduce next. Without loss of generality, we assume that the diameter of €2 is
less than 1. We put d; = 277 and consider the decomposition

J
Q=a.ulJ,
j=0
where

J

O, = {TeQ: |7 7| < Kh),
Q {fEQZderl < |f—fo| de},

K is a sufficiently large constant to be chosen later and J is an integer such that
2+ < Kh <277, (4.1)

We keep track of the explicit dependence on K. Furthermore, we consider the following
enlargements of );

O ={T € Q:djyr < |T—To| < dj_1},
V= {F€Q:djys < |7 - To| < dja},
QO = {7 € Q:djys < |T— To| < dj_s}.

Lemma 4.1. There exists a constant C' independent of d; such that for any & € Q;,
IVG0(Z)| + d; H1Go(Z)] + Mo (&)] < Cdd; .

Proof. Due to (2.5) and Proposition 2.3, it holds for & € Q;
M@ = | [ 6ol ) - dn@eids

< / G (. )60 (3)|d7

o

5o (i) - _
<c |_;h(y_)»‘2dy < Cdj 2H(5hHL1(Q) < Cdj 2’
Tfo |3§‘ - y‘

where we used that dist(zo, ;) > Cd;. Similarly, without loss of generality, considering
the k-th component, 1 < k < 3, we have for

0.04(2)| = | [ 0,607 -5u(d7

< / 102G (. ) 164 ()7

0

5/ |fh(92‘2dg§ cd;?.
Tz, |7 — ]

The estimate for g x(Z) is very similar. O
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4 Estimates for the regularized Green’s function

As an immediate application of the above result and Corollary 2.2 we obtain the
following result.

Corollary 4.2.
. -3/2
1Goll 2, + IV Mol 2,y < Cj ™.

Proof. By Corollary 2.2, the Holder estimates, and Lemma 4.1 (with Q; instead of §2;),
we obtain

1501l 120 + IV A0l 2,y < Cdj (\|>\0||L2(Q;.) + Vol 2oy + d;1||§0||L2(Q;.))

1/2 . iy
< Cdj/ (H)‘OHLOO(Q;.) + HVQOHLOO(Q;.) +d; 1||90\|Loo(sz;.)>
< cd;*?,

4.2 L'(Q) interpolation estimate for \g
Theorem 4.3. For (go, \o) the solution of (3.6a) to (3.6¢), it holds

A0 = 7a(Ao)ll 21 () < ChllnA|.

Proof. Using the dyadic decomposition and the Cauchy-Schwarz inequality, we can
write

J
120 = e (M) @) < 1Mo = o)l zran) + D120 = mr(R0) £,

j=1
A
< (KR 20 = r(0)ll 20y + € D120 = (o)l 2,
j=1
(4.2)
We apply Assumption 2.7 and H? regularity as in (2.1), which give
1% = 71(X0) |2y < ChIIV Aol L2y < Chllonl| o) < Ch™Y2.
This implies for the first term in (4.2)
(K220 = rn(Xo)ll 20,y < CK*h.

For the second term, by the approximation estimate Assumption 2.7 and Corollary 4.2
it follows

—3/2
1% = (o)l 2y < CRIV Aol ey < Chd; ™.

Hence, we can conclude

J J
> di” 130 = (o)l 2,y < Y Ch < Ch.
j=1 J=1

From (4.1), we see that J scales logarithmically in h and thus get the claimed result. [J
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4 Estimates for the regularized Green’s function

4.3 Local duality argument
In the following theorem, we again consider the sub-domains €2; from the dyadic de-

composition in a duality argument. For the error

||§0 - §0,h\|L2(Q;_) = sup (§0 - §o,h,17)
||v||L2(Q)§1
TeCse ()

we can make a duality argument using

—AwW+Ve=0¢ inQ, (4.3a)
V.@=0 inQ, (4.3b)
w=0 onoN. (4.3c)

Theorem 4.4. For (go, \o) the solution of (3.6a) to (3.6¢) and o € (0,1) it holds
10 = Goll 2y < CRIV(Go = o)l 2y + Chd; =11V (Go = Go) 120y
+ORed 2 I p).

Proof. By using (4.3a) to (4.3c) and that gy and gj ¢ are divergence free for r4(p), the
bilinear form a(-,-) from (2.6) and Assumption 2.5, it follows

(go — Go,ns V) = (V(go — Go,n), V&) — (¢, V- (Go — Go,n))
= (V(do — Go,n), V(& — Pp(0)))
+ (V(go — Go,n): VP (W) — (¢ — ral), V - (o — Go,n))
= (V(do — Go.n), V(@ — Pp(0)))
+ (Ao = Aops V- Bu(W)) — (¢ = ral), V- (o — Go,n))

= (V(go = Jo,n), V(& — Pp(w)))
+ (Ao = 71(A0), V- (Ph(@) — @) = (¢ = ru(), V - (Go — Go,n))

For 71, we split the term

71 = (V(go = Jon), V(@ — Pu(@))) o + (V(Go = Go.n), V(& — Pu(w)))Jor

= T11 + T12.

We then can estimate 711 using Assumption 2.7 for Py

11 < [V (Go = Gon)ll 2 IV (@ = Pu(@))l| L2y < CRIV(Go = Fon)ll 2y 10 20y
< ChIIV(go = Gon)ll 2

Now we use [13, (5.11)] and Assumption 2.8 to see that

mi2 < Ch*[V(§o = Go)ll s o [ @l cro gy < Chd; V(5o = o) i)

19



4 Estimates for the regularized Green’s function

Analogously, we split 7o
72 = —(Ao = 1(X0), V- (@ = Pu(@))arr = (Ao = (o), V - (@ = P (@)
= T21 + T22.
Then again, we use approximation results and Corollary 4.2, to see
T21 < Ch2Hv>\0HL2(Qy)H@U||H2(Q) < ChQHV)\OHp(Q;/) < CthJS/Z.
For the second term, we apply again the Holder estimate, Theorem 4.3 and [13, (5.11)]
722 < [0 = 70 (Q0)l[ 10 | V(@ = Ph(@))l| oo )
< ORI hl| | o o) < Cr**ted; 2 I hl.
It remains to deal with 73, we split again

73 < (¢ = 7n(9), V- (Go = Go.n)) | + (e = 7a(#), V- (Go = Go.n) )]

< 731 + T32.
Analogously to before, we estimate
731 < |l = ()l 2@V (Go = Gop)ll L2iyry < CRIV(Go = Gon)ll L2y and
S —1/2— L
732 < |l = (@)l ey 1V (0 = Gop) |10y < Ch%, =N (Fo — Gou) 1 -
The estimate for [l¢ — r7,(0)[ 00 () IS given in [13, p. 17]. Summing up, we have
J
L - —~1/2— L
190 = Go.pll 20,y < CRIV(Go = Gop)ll 120y + Chd; =V (G0 — Gos) (@)
+h2d; Y 4 ontred 2 k).
Now, because h < d; due to (4.1) and o < 1, it holds
R2d73% < pltegl/2-e
i = J :
Thus, we arrive at the conclusion of the theorem. ]

4.4 L'(Q) estimate and weighted estimate

Now we can proceed with the proof of Lemma 3.5.

Proof of Lemma 3.5. We again use the dyadic decomposition and the Cauchy-Schwarz
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4 Estimates for the regularized Green’s function

inequality to see

J
IV (G0 — Go.u)ll L1y < I1V(Fo — Fon)ll ey + DIV (0 — Go.r)ll e,
j=1

J
< (Kh)*C|V(gGo — ol + C Y 471V (G0 — Gon) | 12,
j=1
(4.4)

Applying Proposition 2.11, Assumption 2.7, H? regularity as stated in (2.1) and (3.2)
leads to the following estimate for the first term

B9 o — Goa)ll 2y < O (goll gy + 1Mol ey
< Ch5/2\|5hHL2(T£O) < Ch.

In the following, we consider the second term for which we want to apply the local
energy estimate from Proposition 2.12:

IV(Go = Go.u)ll 120,y < 1V(Go = Pr(go))ll L2y + A0 = rn(o)ll L2y
+ (edj) " lgo — Bi(Go)ll L2y + €l V(g0 — o)l r2ar)
+ (edj)~lgo — Jo.ullz2ar)- (4.5)
For the first two terms we use approximation results and Corollary 4.2, to obtain
IV (Go = Pr(go)) 2y + A0 = 72 (A0)ll 120y < Ch(HﬁOHm(Qg) + H)\OHHl(Qg))
< Chd;*"”.
The contribution to the sum is given by
4 3/2
>4 (190 = Pu(@o)ll (s + IR0 = (%) | 2(qr)) < ChJ < Chlln,
j=1

where due to (4.1) we see that J ~ |lnh|. Similarly, we see

1= ~ h 32
(ed;) ™ 150 — PGl (e < C—phd; ™. (4.6)
J
For a > 0, it holds
J h « J )
> (d) <h*) 2 <che2 <CK (4.7)
j=1 j=1

Thus, we get by summing up (4.6) and using (4.7) with a =1
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4 Estimates for the regularized Green’s function

To summarize our results so far, we define M; = d?/ 2 IV (Go—go.n)l L2(q,) and substitute
into (4.5)

J J J
ST M; < Chlnh|+ C(Ke) " th+Ce S M+ C Y (edy) ™ d)? |10 — ol (e
Jj=1 j=1 j=1

Next, we apply Theorem 4.4 to the last term

J J
> M; < Chllnh|+ C(Ke) 'h+ Ce ) M;
j=1 j=1

J «a a

_ 1/2 L h Lo h

# 0 [PV oy + () 190~ s+ () ]
j:

Now we can again use (4.7) on the last two summands to arrive at

J J
> M; < Chllnh|+ C(Ke)'h+Ce > M;
j=1

j=1
h 4 3/2 (R
+C <dJ> e ! Zdj/ IV(go = Gon)ll L2y + Ce' <d> IV(go — Gop)ll L1 (@)
i=1 =1

=1
J B\®
+Ch5_1z<d) In |
j=1 ™"

J
< Chllnh| + Ce Y- My + CK e (Vo — Gon) 2o + hlinh)
j=1

J
— 3/2 - =
+ C(Ke)™ 2V (G0 — Gon)l 2.
j=1

where we used that h/d; < K~!' and K > 1. Now for the last term, we easily see
J 2 J
> a1 (G0 — Gon)l 2y < €Y My + CER V(o — Fonll 2(ay
j=1 j=1

J
<C> M;+CE?h,
j=1

Combined, this means we have for constant K > 1 and € > 0

J J
> M; < Chllnh|+ C((Ke)™' +¢) Y M; + CK'2c™"h
j=1 j=1

+ CK = (9 — Goll ey + hlin ] ).

We make Ce < 1/4 and C(Ke)~! < 1/4 by choosing € small and K big enough. After
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4 Estimates for the regularized Green’s function

kicking back the sum to the left-hand side this leads to
J
> M; < Cicehlmh| + CK = [V(o — Gon) | 1 (e.
j=1
We now treat € as a constant. Finally substituting this into (4.4)
V(g0 — Gop)llLr (o) < Crehllnh|+ CK™([V(go — Gon)llLr () (4.8)

and choosing K large enough such that CK~% < 1/2, we get after kicking back the
last term

V(g — go,h)”;;qm < Cgch|lnh|.
d

As a corollary to the theorem, we get the respective estimate for weighted norms.

Proof of Corollary 3.6. This corollary directly follows using the same techniques as
above and the fact

O'(:I_f) ~ dj on Qj.
We start by splitting the left-hand side according to the dyadic decomposition

J
10*2% (G0 = Go.n)ll L2y < 102V (Go = Go)l r2any + D _No* >V (G0 = Gop)ll 120,
j=1

J
L 32 0o -
< C(sh)*?V (Go — Gon)ll 120y + Czdj/ IV(Go = o)l L2(q,)-
s

Without loss of generality, we can assume k = K. After going through the same steps
as in the proof of Lemma 3.5, particularly (4.4), we end up with the right-hand side of
(4.8)

1o%/2V (G — Go.n)ll2() < Chllnh| + CK™(|V(G — gn)llL1(0)-
Now applying Lemma 3.5 to estimate ||V (§ — gn)| 11 () We arrive at the result. O
Similarly we can conclude the following result.

Proof of Corollary 3.3. Again using the fact
o(Z) ~d; on Q,
we start by splitting the left-hand side according to the dyadic decomposition
J
0%V (51 = i)l 2@ < 10%°V(G = Gin)ll 2.y + 2107V (G = Gup) 2o,

j=1

J
< C(sh)*2|V (G — Gin)ll 2, + C Y A2 IV (@ = Gu) oo, )
j=1
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5 Estimates for the pressure

Without loss of generality, we can assume x = K. This is equal to the term introduced
by the dyadic decomposition in the proof of [13]. Again, following the same steps as
there, we end up with

I0%29 (G = Gy < €+ CIV(T = Gl

where C' depends the constants introduced in the proof of [13]. Nonetheless, applying
Lemma 3.2 to estimate ||V(§ — gi)||11(q) we arrive at the result. O

4.5 Proof of Lemma 3.9

Proof of Lemma 3.9. We use the dyadic decomposition introduced in the beginning of
Section 4 to get the following inequalities due to o ~ d; on Q; (6 ~ Kh on )

J
HUS/QV)‘OHQL2(Q) < HU3/2V)‘0H%2(Q*) + ZHO'B/QV)\OH%Q(QJ‘)
Jj=1

J
< ORIV ol 20y + D AV Aol 70,
j=1

The first summand we estimate by (2.1) and (3.2)

Ch3 |V oll72() < CR2 104|372y < C.

By Corollary 4.2, HVAOH%2(QJ.) < Cdj_3 and as a result
J J
N a0, <CY 1=CJ < Clmhl.
Jj=1 j=1

This proves the result for the weighted case and by Ha‘3/2HL2(Q) < [Inh|'? the L'
estimate. 0

5 Estimates for the pressure

We now consider estimates for the remaining component of our Stokes system, the
pressure. Similarly to before, let d, denote a smooth delta function on the tetrahe-
dron where the maximum for the pressure is attained. We may define the following
regularized Green’s function to deal with the pressure

~AG+ VA = in Q, (5.1a)
V-G=0,—¢ in
G= on 0f). (5.1b)

By construction we have
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5 Estimates for the pressure

This also allows us to apply similar arguments as in [12,13], only with different bounds
for the appearing i, terms.

The global case has already been discussed in [12,13], thus we now focus on localized
estimates. As before, we need some auxiliary results which we state now.

Proposition 5.1.
IV(Pu(G) = )l + Ira(A) = All i) < C.

A proof of this is given in [13, Lemma 5.4]. The following corollary follows by the
same arguments as Corollary 3.3 and Corollary 3.6.

Corollary 5.2.
1o*/2V (Pi(G) = G)ll 2 (@) + 0% (rn(A) = A) || 20y < C.

Proof of Theorem 2.13 (pressure). For this we again split the domain into Dy and
O\ Dy and only consider ¥y € Tz, C D;.
The pointwise estimate of p;, can be expanded in the following way

Pr(Zo) = (P, 0n) = (Ph, On — @) + (P, @)-

The second term we may estimate using Proposition 2.11

(ph7¢) = (ph — D, ¢) + (p7 d’)
< Cléll 2@ (IIp = prll 2@y + P2y )

< C(IVilla@ + Ipll2@) )

By assumption ¢ is bounded on 2. For the first term, we can see by Assumption 2.5
that

(Phs O — ¢) = (91, V- G) = (p1, V - Po(G))
= (p, V- Py(G)) + (o — p,V - P1(G))
=1 + I>.

For I, we get the following estimate
L= (p, V- (P(G) - )) (p,0n — @)
< 1l o0 () (19 CPRE) = Gy + 19112y + 10w 22y
+ Callpll 20 (||<73/2V Py(G G)HL?(Q) + ||03/2¢||L2(Q) + ||03/25h||L2(Q)>
< ClIpll poe(py) + Cd||pHL2(Q)

To arrive at this bound, we used Lemma 3.1 and that H03/2¢||L2(Q) < [[9llz2() |o3/2 | oo () <
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6 Assumptions and main results in two dimensions

C. Using (2.7), (5.1a) we see for Iy

L= (V (U—Uh) VP,(G)) = (V(id — i),V
—(A,V - (@ — @n)) + (V(@ — iin), V(Pa(
— — (A= ra(A), V- (i — i) + (V(@ — @n), V(Ph(G) — G))
< IVl e () + 198l e ) (1A = P10 + IV (PA(G) = Ellpacey )
+ Ca(IV(@ = @)l (0 2(A = (W) | 2y + 02V (PA(G) = O)llaqey)-

Here again we use that o~! is bounded by d on Q\Dy and choose D* appropriately
such that we can apply Theorem 2.13 for the velocity, e.g. D* = B(Z),» N Q with
r* =1+ d/2. Finally H' stability for i}, follows by Proposition 2.11 and we get

Iy < C(IVlll e () + Ipll (0 ) + Ca IVl 2 + Il 22000 )- m

6 Assumptions and main results in two dimensions

In this section we give a short derivation of the respective local estimates in L*° and
W1 for the two dimensional case. Note that the localization arguments made in
the three dimensional case are independent of the dimension apart from the auxiliary
estimates. For two dimensions the respective estimates of the regularized Green’s func-
tions and the Ritz projection are all available from the literature albeit under slightly
different assumptions on the finite element space.

In the following, we state the required assumptions, the necessary auxiliary results,
their references and finally the local estimates. From now on let  C R2, a convex
polygonal domain, and consider the two dimensional analogs w, p, f and their finite
element discretization as well as the respective two dimensional function and finite
element spaces. The basic results and requirements for the continuous problem from
Sections 2.2 and 2.4 still apply, as referenced in these sections.

As stated in [11], assume that we have approximation operators P, € L(H(2)%V},)
and 7, € L£(L*(Q); M) which fulfill the two dimensional versions of Assumptions 2.4
to 2.7 and in addition the following super-approximation properties.

Assumption 6.1 (Super-Approximation II). Let p € [2,3], 0} € Vi, and @E = oH1y,
then

lo™/2V () — Po())ll 20y < Cllo" 0l r2)  VOu € Vi
and if qn € My, and & = o*qp,, then
lo™#2(& = ()l r2@) < Chllo"?anllr2)  VYan € M.

As in the three dimensional case, this holds for Taylor-Hood finite element spaces,
see, e.g. [11]. Apart from this, we need to adapt the estimates for d;, and o. For the
two dimensional versions we get

H(ShHW(f(TfO) S Ch7k72(171/q)7 1 S q S OO,IC = 07 ]-7 LR v>0.
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6 Assumptions and main results in two dimensions

and
HO’VV]C(S}LHL%Q) < 2OV R TR | = 0, 1.

Let (g1,A1) and (go,\o) denote the two dimensional regularized Green’s functions,
defined as in Section 3 but for two dimensions. Then we get the following convergence
estimates for their discrete counterparts. The estimates needed when deriving W1hH>
velocity estimates,

V(g1 — Giu)llzi) < C,
oV (g1 — gip)ll2) < C

follow from [11, Theorem 8.1] using (3.3) and similarly for the pressure estimates where
we need

IV(Pu(G) = O)lLry + lIra(d) = Al gy < C,
oV (Pu(G) = G)ll2() + llo(ra(A) = A)l| 2() < C
which can be found in [11, p. 328]. In the L* case for the velocity we get

IV (g0 — Go,n)ll 11 () < Chllnhl,
10V (G0 — Go.n)ll 22 () < Chllnh|'/?

from [8, Theorem 4.1]. The equivalent version of Lemma 3.9 is given by [8, Lemma
3.1]. Finally the estimate for the Ritz projection Ry in two dimensions

[RrZ]| oo (@) < Cllnhl|| 2] oo (o)

is given in [27]. Note that the local maximum norm estimates for L* from [14] hold
as well in two dimensions. Thus, using the same techniques as in Section 3 we get the
following theorems for Q C R2.

Theorem 6.2 (Interior W estimate for the velocity and L™ estimate for the pres-
sure). Under the assumptions above, Q3 C Qo C Q with dist(Qq,00) > d > kh and if
(i, p) € (WH®(Q9)2 x L>®(02)) N (H(Q)? x L3(2)) is the solution to (1.1a) to (1.1c),
then it holds for (dp,pr) the solution to (2.7):

19l ) + 128l o) < C (19l ) + 1Pl o)) + Ca (I V200 + ol 22y )
Here, the constant Cy depends on the distance to Q1 from 0Qs.

Theorem 6.3 (Interior L*° error estimate for the velocity). Under the assumptions
above, 1 C Qo C Q with dist(1,002) > d > kh and if (i, p) € (L>®(22)? x L>®(02))N
(H ()2 x L3(2)) is the solution to (1.1a) to (1.1c), then it holds for (in,pp) the
solution to (2.7):

]l ey < Cltn bl (I AN e ) + Bl e ) )

o+ Caln b2 (Rl g1 ) + T2y + PPl o) )

Here, the constant Cy depends on the distance to Q1 from 0Qs.
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