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Abstract. We consider distributionally robust optimization problems (DROPs) with nonlinear
and nonconcave dependence on uncertain parameters. The DROP can be written as a nonsmooth,
nonlinear program with a bilevel structure; the objective and each constraint function is the supreme-
um of the expected value of a parametric function taken over an ambiguity set of probability
distributions. We define ambiguity sets through moment constraints and to make the computation of
first order stationary points tractable, we approximate nonlinear functions using quadratic expansions
w.r.t. parameters, resulting in lower level problems defined by trust-region problems and semidefinite
programs. Subsequently, we construct smoothing functions for the approximate lower level functions
which are computationally tractable, employing strong duality for trust-region problems, and show
that gradient consistency holds. We formulate smoothed DROPs and apply a homotopy method
dynamically decreasing smoothing parameters and establish its convergence to stationary points of
the approximate DROP under mild assumptions. Through our scheme, we provide a new approach
to robust nonlinear optimization as well. We perform numerical simulations on a well-known test
set, assuming design variables are subject to implementation errors, providing a representative set
of numerical examples.
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1. Introduction. We develop an approximation scheme for the nonlinear dis-
tributionally robust optimization problem (DROP)

\[
\min_{x \in X} \sup_{P \in \mathcal{P}} \mathbb{E}_P[f_0(x, \xi)] \quad \text{s.t.} \quad \sup_{P \in \mathcal{P}} \mathbb{E}_P[f_j(x, \xi)] \leq 0, \quad j \in J \setminus \{0\},
\]

where \( X \subset \mathbb{R}^n \) is the set of design variables and \( f_j : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}, j \in J \subset \mathbb{N}_0 \). The
ambiguity set \( \mathcal{P} \) is defined through moment constraints of the random vector \( \xi \) and
entropic dominance similar to \([17, 20, 48]\):

\[
\mathcal{P} = \{ P \in \mathcal{M} : \| \Sigma^{-1/2} (\mathbb{E}_P[\xi] - \bar{\mu}) \|_2 \leq \Delta, \quad \Sigma_0 \preceq \text{Cov}_P[\xi] \preceq \Sigma_1, \\
\ln \mathbb{E}_P[\exp (y^T (\xi - \mathbb{E}_P[\xi]))] \leq y^T \Sigma_1 y \quad \text{for all} \quad y \in \mathbb{R}^p \},
\]

where \( \Delta > 0, \bar{\mu} \in \mathbb{R}^p, \) and \( \Sigma_0, \Sigma_1, \Sigma \in \mathbb{R}^{p \times p} \) are symmetric, \( \Sigma_0, \Sigma_1 \) and \( \Sigma_1 - \Sigma_0 \)
are positive semidefinite, and \( \Sigma \) is positive definite. The vector \( \bar{\mu} \) and the matrices
\( \Sigma_0, \Sigma_1, \Sigma \) are estimates for the mean and the covariance of the random vector \( \xi \),
respectively. Moreover, \( \mathcal{M} \) denotes the set of probability distributions of \( \xi \) on \( \mathbb{R}^p \).

In order to obtain tractable approximations of the objective and constraint functions of \((1.1)\), we approximate \( f_j(x, \cdot) \) using second order expansions \( m_j(x, \cdot) \) defined by

\[
m_j(x, \xi) = a_j(x) + b_j(x)^T (\xi - \bar{\mu}) + (1/2)(\xi - \bar{\mu})^T C_j(x)(\xi - \bar{\mu}),
\]
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where $a_j : \mathbb{R}^n \rightarrow \mathbb{R}$, $b_j : \mathbb{R}^n \rightarrow \mathbb{R}^p$, $C_j : \mathbb{R}^n \rightarrow \mathbb{S}^p$. We formulate the approximated DROP

$$\min_{x \in X} \sup_{P \in \mathcal{P}} \mathbb{E}_P[m_0(x, \xi)] \quad \text{s.t.} \quad \sup_{P \in \mathcal{P}} \mathbb{E}_P[m_j(x, \xi)] \leq 0, \quad j \in J \setminus \{0\}. \tag{1.4}$$

The definition of the ambiguity set $\mathcal{P}$ (see (1.2)) and

$$\mathbb{E}_P[m_j(x, \xi)] = a_j(x) + b_j(x)^T d + (1/2)d^T C_j(x)d + (1/2)C_j(x) \bullet \Sigma,$$

where $d = \mathbb{E}_P[\xi] - \bar{\mu}$ and $\Sigma = \text{Cov}_P[\xi]$ implies that each lower level optimization problem of (1.4) separates into the semidefinite program (SDP)

$$\varphi_j(x) = \max_{\Sigma \in \mathbb{S}^p} \left\{ (1/2)C_j(x) \bullet \Sigma : \bar{\Sigma}_0 \preceq \Sigma \preceq \bar{\Sigma}_1 \right\}, \tag{1.5}$$

and the nonconvex trust-region problem (TRP)

$$\psi_j(x) = a_j(x) + \max_{d \in \mathbb{R}^p} \left\{ b_j(x)^T d + (1/2)d^T C_j(x)d : \|\bar{\Sigma}^{-1/2}d\|_2 \leq \Delta \right\}, \tag{1.6}$$

where $\psi_j : \mathbb{R}^n \rightarrow \mathbb{R}$ and $\varphi_j : \mathbb{R}^n \rightarrow \mathbb{R}$.

The optimal value functions (1.5) and (1.6) provide a tractable approximation of the lower level problems in (1.1). These functions lack higher order differentiability, motivating us to construct smoothing functions for them. We propose a homotopy method similar to smoothing methods in [15, 56] to solve a sequence of smoothed DROs to obtain a Clarke stationary point of the approximated DROP (1.4).

The SDP in (1.5) can be solved analytically after computing the eigenvalues of a transformation of $C_j(x)$ (see [57, Thm. 2.2]). We make use of this and apply results on spectral functions, such as statements established in [37, 53] to obtain a smoothing function of (1.5). Our approach for the value function of the TRP (1.6) utilizes strong duality for TRPs; see, e.g., [51]. We apply a reciprocal barrier function to its dual and observe that the dual is equivalent to a TRP.

Using Lagrangian duality for both (1.5) and (1.6) (see [5, Chap. 4] and [51]) we can show that (1.4) can be reformulated equivalently as a nonlinear SDP (NSDP). However, our approach allows the numerical treatment of (1.4) via a sequence of standard nonlinear programs (NLPs). Derivatives required for each NLP may be easier to obtain than those the NSDP formulation. In particular, our approach requires the derivative the function $\mathbb{R}^n \ni x \mapsto d^T C_j(x)d$, $d \in \mathbb{R}^p$, rather than of the mapping $C_j : \mathbb{R}^n \rightarrow \mathbb{S}^p$.

Distributionally robust optimization (DRO) is a popular methodology used to obtain robust solutions to optimization problems under uncertainty; cf. [20, 23, 29, 46, 55]. It “robustifies” against distributions contained in an ambiguity set. If this set is a singleton, DRO is reduced to stochastic optimization; see [47]. A very popular choice for constructing an ambiguity set is based on moment constraints of the parameters, such as the one in (1.2); cf. [20, 47, 48, 55]. Another approach is to define the set by measures close to a reference measure w.r.t. a certain distance; cf. [28, 46, 59].

Some special classes of DROs can be transformed into one-level problems using Lagrangian duality. For example, if ambiguity sets are conic representable, maximization problems w.r.t. probability measures become conic linear programs and, therefore, can be transformed into minimization problems and concatenated with upper-level problems; cf. [20]. If suitable assumptions, such as the convexity of the objective function w.r.t. design variables, are satisfied, the resulting optimization
problem is tractable \cite{20, 55}. The reformulation of the lower level problems of (1.4)
as linear matrix inequalities has been discussed in the supplementary material of \cite{55}.

If the SDP (1.5) is removed from (1.4), we obtain the robust optimization problem (ROP)
\begin{equation}
\min_{x \in X} \psi_0(x) \quad \text{s.t.} \quad \psi_j(x) \leq 0, \quad j \in J \setminus \{0\}.
\end{equation}

Research on robust optimization (RO) may be divided into contributions assuming
concave dependence w.r.t. parameters, see e.g., \cite{2, 3, 5, 7}, and those assuming non-
concave dependence; see e.g., \cite{21, 32, 58}. The authors of \cite{21} and of \cite{58} use a
linearization scheme for nonlinear RO to obtain tractable approximations of lower
level problems, resulting in a nonlinear second-order cone program if an ellipsoidal
uncertainty set is used. Instead of linearization, second order models are applied in
\cite{34, 35}. These expansions may be more effective than linearizations and may provide
a trade off between accuracy and tractability; cf. \cite{32, 35}. This approach results
in constraints such as the one in (1.7), which are reformulated using its canonical
necessary and sufficient optimality conditions in \cite{34, 35}. The resulting problem is a
mathematical program with complementarity constraints (MPCCs); see e.g., \cite{33, 50}.
In addition, the constraint set contains linear matrix inequalities, requiring the Hes-
sian matrix of the Lagrangian of each robustified constraint to be positive semidefinite.
In \cite{34, 35} the inequalities are reformulated using eigenvalue constraints, introducing
nonsmooth constraint functions. Moreover, in \cite{32} a numerical scheme for nonlinear
min-max optimization problems has been developed. Nonconvex ROPs without approx-
imation schemes have been considered in, e.g., \cite{8, 9}. The lower level problems
in (1.7) may be reformulated as SDPs; see \cite[sect. 1.4 and Lem. 14.37]{3}.

Smoothing methods are popular schemes for the solution of nonconvex, nons-
smooth, and Lipschitz optimization problems; see, e.g., \cite{12, 15, 56}. Our algorithmic
scheme is related to recent contributions, such as \cite{12, 13, 15, 56}, in that it provides
further examples of smoothing functions and applies their concepts and methodology.
We apply an NLP solver to compute stationary points of a sequence of smoothed
DROPs generated by the decreasing parameters and, therefore, our algorithmic ap-
proach is similar to \cite{15, 56}.

Our scheme relies on the approximations of the lower level problems in (1.1).
However, we are able to compute stationary points of the approximation (1.4) of (1.1)
without the assumption that computationally available bounds on the Hessian matrix
of $f_j(x, \cdot)$ as in \cite{32} are known, and we do not require expensive numerical schemes as
in \cite{8, 9}. Our reformulation does not result in an MPCC or an NSDP, and we do not
increase the dimension of the initial DROP or ROP. A further advantage is that we
obtain standard NLPs with tractable objective and constraints. These conditions are
all favorable from a computational point of view because, e.g., an implementation of
further algorithms is not required, making our approach applicable to many problems.

**Outline of the paper.** In Section 2, the choice of the ambiguity set $\mathcal{P}$ (see (1.2))
is explained. Section 3 introduces the concept of smoothing function, a smoothed
DROP of (1.4) and a homotopy method used for the numerical solution of (1.4). Section 4
presents our smoothing approach for the SDPs in (1.5), which utilizes theory
of spectral functions. In Section 5 our smoothing scheme for the TRPs in (1.6) is
presented. It is based on strong duality of TRPs. Global convergence of the homotopy
method is shown in Section 6. Section 7 presents numerical examples illustrating that
the approximation scheme (1.4) of (1.1) can be effective. Section 8 presents a concise
summary of our contributions.
Notation. The set of symmetric \( m \times m \)-matrices is denoted by \( \mathbb{S}^m \). We refer to \( \mathbb{S}^+ \subset \mathbb{S}^m \) (\( \mathbb{S}^+ \subset \mathbb{S}^m \)) as the set of positive (semi)definite matrices. The identity matrix is \( I \). The eigenvalue mapping is \( \lambda : \mathbb{S}^p \rightarrow \mathbb{R}^p \), where \( \lambda(A) \) contains the eigenvalues of \( A \) in decreasing order, i.e., \( \lambda_{\min}(A) = \lambda_1(A) \geq \cdots \geq \lambda_p(A) = \lambda_{\max}(A) \).

Here, \( A \succeq B \) (\( A \succeq B \)) for \( A, B \in \mathbb{S}^m \) means \( A - B \in \mathbb{S}^+_m \). \( A - B \in \mathbb{S}^+_m \). We use \( \bullet \) to denote the Frobenius inner-product on \( \mathbb{S}^m \). The set \( N(A) \) is the null space of \( A \in \mathbb{S}^m \). The matrix \( A^{1/2} \in \mathbb{S}^m \) is a square root of \( A \in \mathbb{S}^+ \). \( B^+ \) is the Moore-Penrose inverse of \( B \in \mathbb{R}^{m \times m} \), \( |J| \) is the cardinality of the set \( J \), and \( (\cdot)_+ = \max\{0, \cdot\} \). For \( a \in \mathbb{R}^m \), \( \text{Diag}(a) \in \mathbb{S}^m \) is the diagonal matrix with \( \text{Diag}(a)_{ii} = a_i \). The Euclidean norm (\( \infty \)-norm) on \( \mathbb{R}^m \) is \( \| \cdot \|_2 \). The convex hull of \( A \in \mathbb{R}^{n \times m} \) is conv \( A \). A function \( h : \mathbb{R}^m \rightarrow \mathbb{R} \) is symmetric if it is invariant under coordinate permutations; see, e.g., [36]. The gradient of \( G : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \) w.r.t. \( x \) evaluated at \( (x, y) \) is denoted by \( \nabla_x G(x, y) \). For \( A : \mathbb{R}^n \rightarrow \mathbb{S}^p \), we denote by \( DA(x) \) its derivative and with \( DA(x)^* \) its adjoint operator evaluated at \( x \in \mathbb{R}^n \). The set \( \partial G(y) \) is the Clarke subdifferential of \( G : \mathbb{R}^n \rightarrow \mathbb{R} \) at \( y \in \mathbb{R}^n \) (cf. [18, p. 27]) consisting of column vectors. If \( \xi \in \mathbb{R}^p \) is a random vector, we use \( \mathbb{E}_P[\xi] \) and \( \text{Cov}_P[\xi] \) to denote its mean and covariance w.r.t. \( P \in \mathcal{M} \), respectively. Here, \( \mathcal{M} \) is the set of probability distributions of \( \xi \) on \( \mathbb{R}^p \). The normal distribution with mean \( \mu \in \mathbb{R}^p \) and covariance matrix \( \Sigma \in \mathbb{S}^p_+ \) is \( N(\mu, \Sigma) \).

2. Choice of Ambiguity Set. We comment on the choice of the ambiguity set \( \mathcal{P} \) defined in (1.2), discuss conditions implying that the objective and constraint functions of the DROPs (1.1) and (1.4) are finite-valued, and suggest choices to define the quadratic model functions \( m_j \) (see (1.3)) of \( f_j \).

We require that the mappings \( \xi : \Omega \rightarrow \mathbb{R}^p \) and \( f_j(x, \cdot) \circ \xi \) are random variables for all \( x \in X \). The first two conditions on \( \mathbb{E}_P[\xi] \) and \( \text{Cov}_P[\xi] \) imposed by \( \mathcal{P} \) (see (1.2)), model confidence regions of the mean and the covariance of \( \xi \) under suitable assumptions, respectively; cf. [48, Thm. 9]. The condition \( \mathbb{E}_P[\exp(y^T(\xi - \mathbb{E}_P[\xi]))] \leq y^T\Sigma_1 y \) for all \( y \in \mathbb{R}^p \) implies that \( \text{Cov}_P[\xi] \leq \Sigma_1 \); cf. [17, Thm. 2]. Furthermore, it can be shown that \( \mathbb{E}_P[\|\xi\|_2^2] < \infty \) for all \( \gamma > 0 \); cf. [11, sect. 1.1, sect. 7.1]. This implies that the objective and constraint functions of (1.1) are finite-valued for a large class of functions \( f_j, j \in J \). For example, if \( f_j, j \in J \), are \( q \)-times continuously differentiable, and their \( q \)-th derivatives are uniformly Lipschitz continuous w.r.t. \( (x, \xi) \), we can show that the objective and constraint functions in (1.1) are finite-valued for all \( x \in X \).

A worst-case distribution \( P_j^* \) of each lower level optimization problem in (1.4) exists and is contained in the ambiguity set \( \mathcal{P} \). We have that \( P_j^* = N(\bar{\mu} + d_j^*, \Sigma_j^*) \in \mathcal{P} \) (see [11, sect. 7.1]), where \( \Sigma_j^* \) is an optimal solution of (1.5) and \( d_j^* \) of (1.6).

We can choose the functions \( a_j, b_j \) and \( c_j \) as \( a_j = f_j(\cdot, \bar{\mu}), b_j = \nabla_\xi f_j(\cdot, \bar{\mu}) \) and \( c_j = \nabla_{\xi \xi} f(\cdot, \bar{\mu}) \), where \( \nabla_{\xi \xi} f(x, \bar{\mu}) \) denotes the Hessian matrix of \( f(x, \cdot) \) evaluated at \( (x, \bar{\mu}) \). If \( x \in \mathbb{R}^n \) and the second derivative of \( f_j(x, \cdot) \) is Lipschitz continuous w.r.t. \( \xi \) with Lipschitz constant \( L > 0 \), i.e., \( |f_j(x, \xi) - m_j(x, \xi)| \leq (L/6)\|\xi - \bar{\mu}\|_2^3 \), for all \( \xi \in \mathbb{R}^p \), it can be shown that the worst-case expected value of the truncation error

\[
\sup_{P \in \mathcal{P}} \mathbb{E}_P[|f_j(x, \xi) - m_j(x, \xi)|]
\]

converges to zero as \( \bar{\Sigma} \rightarrow 0^+ \) and \( \Delta \rightarrow 0^+ \). If \( f_j(x, \cdot) \) are quadratic functions for each \( x \in \mathbb{R}^n \) and \( a_j, b_j \) and \( c_j \) chosen as above, the functions \( f_j \) and \( m_j \) are equal and, hence, the approximation scheme is exact, i.e., (1.1) and (1.4) are equivalent.

3. Smooth DROPs, smoothing functions and a homotopy method. We outline our algorithmic scheme to compute a stationary point of (1.4). Introducing
the functions $F_j : \mathbb{R}^n \to \mathbb{R}$, $F_j(x) = \varphi_j(x) + \psi_j(x)$, $j \in J$, the DROP (1.4) becomes
\begin{equation}
\min_{x \in X} F_0(x) \quad \text{s.t.} \quad F_j(x) \leq 0, \quad j \in J \setminus \{0\},
\end{equation}
which is generally a nonsmooth optimization problem. In the subsequent sections, we construct smooth approximations $\tilde{F}_j : \mathbb{R}^n \times \mathbb{R}^3_{++} \to \mathbb{R}$ of $F_j$ parameterized by $t \in \mathbb{R}^3_{++}$. The formal definition of the functions $\tilde{F}_j$ are given in (6.1). They are used in Algorithm 3.1 to compute a sequence of approximate KKT-points of
\begin{equation}
\min_{x \in X} \tilde{F}_0(x, t) \quad \text{s.t.} \quad \tilde{F}_j(x; t) \leq 0, \quad j \in J \setminus \{0\},
\end{equation}
as $t \to 0^+$. Since these DROPs are smooth, we can apply state of the art NLPs solvers to solve them. Throughout, let $X = \mathbb{R}^n$ hold, however, $X$ may consist of finitely many inequality or equality constraints. Here, a point $(\bar{x}, \bar{\vartheta}) \in \mathbb{R}^n \times \mathbb{R}_{++}^{|J|-1}$ is referred to as KKT-tuple of (3.1) if $\partial_j F_j(\bar{x}) = 0$, $F_j(\bar{x}) \leq 0$, $j \in J \setminus \{0\}$, and $0 \in \partial F_0(\bar{x}) + \sum_{j \in J \setminus \{0\}} \partial_j \partial F_j(\bar{x})$. These are necessary optimality conditions for (3.1) if a constraint qualification (CQ) holds; see, e.g., [38, Cor. 5.1.8].

We construct a smoothing function of $\varphi_j$ and of $\psi_j$ satisfying the conditions of the next definition, which is based on [15, Def. 1].

**Definition 3.1.** Let $\phi : \mathbb{R}^n \to \mathbb{R}$ be a continuous function. The function $\tilde{\phi} : \mathbb{R}^n \times \mathbb{R}_{++}^{|J|-1} \to \mathbb{R}$ is referred to as smoothing function of $\phi$ if $\tilde{\phi}(\cdot; t)$ is continuously differentiable for every $t > 0$, and for all $x \in \mathbb{R}^n$, it holds that
\begin{equation}
\lim_{x \to x^k, t \to 0^+} \tilde{\phi}(x^k; t^k) = \phi(x).
\end{equation}

We allow for multiple smoothing parameters in Definition 3.1 as opposed to [15, Def. 1] because the smoothing function of $\psi_j$ constructed in Subsection 5.3 depends on two. Algorithm 3.1 does not require to compute exact KKT-tuples of (3.2), which is important for an efficient numerical scheme for the DROP (3.1). Different notions of approximate KKT-points have been proposed in the literature; see, e.g., [1, 22]. We refer to $(x, \vartheta)$ as $\varepsilon$-KKT-tuple of (3.2) if $\chi(x, \vartheta; t) \leq \varepsilon$, where the criticality measure
\begin{equation}
\chi(x, \vartheta; t) = \max_{j \in J \setminus \{0\}} \left\{ \left\| \nabla_x \tilde{F}_0(x; t) + \sum_{j \in J \setminus \{0\}} \partial_j \nabla_x \tilde{F}_j(x; t) \right\|_\infty, \min \{ -\tilde{F}_j(x; t), \vartheta_j \} \right\},
\end{equation}

An important notion to establish convergence of Algorithm 3.1 to stationary points of (3.1) is gradient consistency. Let $\tilde{\phi} : \mathbb{R}^n \times \mathbb{R}_{++}^{|J|-1} \to \mathbb{R}$ be a smoothing function of the locally Lipschitz continuous function $\phi : \mathbb{R}^n \to \mathbb{R}$. We define
\begin{equation}
S_{\tilde{\phi}}(x) = \text{conv} \{ z \in \mathbb{R}^n : \exists \mathbb{R}^n \times \mathbb{R}_{++}^{|J|-1} \ni (x^k, t^k) \to (x, 0), \nabla_x \tilde{\phi}(x^k; t^k) \to z \}.
\end{equation}
Gradient consistency of $\tilde{\phi}$ and $\phi$ requires the following relation to hold; cf. [12, 13, 15]:

$$ S_{\tilde{\phi}}(x) = \partial \phi(x) \quad \text{for all} \quad x \in \mathbb{R}^n. $$

For the above setting, Clarke’s subdifferential is a subset of (3.4) generalizing a remark in [15, sect. 1] to multiple smoothing parameters.

**Lemma 3.2.** Let $\tilde{\phi} : \mathbb{R}^n \times \mathbb{R}^n_+ \to \mathbb{R}$ be a smoothing function of the locally Lipschitz continuous function $\phi : \mathbb{R}^n \to \mathbb{R}$. Then, we have that $\partial \phi(x) \subset S_{\tilde{\phi}}(x)$ for all $x \in \mathbb{R}^n$.

**Proof.** Let $x \in \mathbb{R}^n$ be arbitrary and define $\tilde{\ell} : \mathbb{R}^n \times \mathbb{R}^n_+ \to \mathbb{R}$ by $\tilde{\ell}(x; t) = \tilde{\phi}(x; te)$, which is a smoothing function of $\phi$, where $e = (1, \ldots, 1) \in \mathbb{R}^n$. Hence, [14, Lem. 3.1] implies $\partial \phi(x) \subset S_{\tilde{\ell}}(x)$. Using (3.4), we obtain $S_{\tilde{\ell}}(x) \subset S_{\phi}(x)$ concluding the proof. \[ \square \]

In the next two sections, we construct smoothing functions of (1.5) and (1.6) that can efficiently be evaluated as well as its gradients. Moreover, they satisfy gradient consistency.

**4. Smoothing approach for the SDPs.** We construct a smoothing function of $\varphi_j$ (see (1.5)) satisfying the conditions stated in Section 3 for the algorithmic solution of the DROP (3.1). We use that the SDPs (1.5) can be solved analytically after computing the eigenvalues of a transformation of $C_j(x)$; cf. [57, Thm. 2.2].

**Proposition 4.1.** Let $C \in \mathcal{S}^p$ and $X_0$, $X_1 \in \mathcal{S}^p$ fulfill $X_0 \prec X_1$, and define $G = (X_1 - X_0)^{1/2}C(X_1 - X_0)^{1/2}$. Then, it holds that

$$ C \cdot X_0 + \sum_{i=1}^p \min \{0, \lambda_i(G)\} = \min \{ C \cdot X : X_0 \preceq X \preceq X_1 \}. $$

**Proof.** The statement follows from an application of [57, Thm. 2.2]. \[ \square \]

Numerical simulations for dimensions $p \in \{1, \ldots, 2000\}$ have indicated that this solution method is significantly faster than state of the art SDP solvers. If $\Sigma_0 \prec \Sigma$, (1.5), Proposition 4.1 and (4.1) show that

$$ \varphi_j(x) = (1/2)C_j(x) \bullet \Sigma_0 + (1/2) \sum_{i=1}^p (\lambda_i(G_j(x)))_+ \quad \text{for all} \quad x \in \mathbb{R}^n, $$

where $G_j : \mathbb{R}^n \to \mathcal{S}^p$, $G_j(x) = (\Sigma_1 - \Sigma_0)^{1/2}C_j(x)(\Sigma_1 - \Sigma_0)^{1/2}$. In particular, $\varphi_j$ is generally nonsmooth. Next, we show that the function $\tilde{\varphi}_j : \mathbb{R}^n \times \mathbb{R}^n_+ \to \mathbb{R}$ defined by

$$ \tilde{\varphi}_j(x; \tau) = (1/2)C_j(x) \bullet \Sigma_0 + (1/2)\tilde{w}(\lambda(G_j(x)); \tau), $$

is a smoothing function of $\varphi_j$, where $\tilde{w} : \mathbb{R}^n \times \mathbb{R}^n_+ \to \mathbb{R}$ is given by

$$ \tilde{w}(z; \tau) = \tau \sum_{i=1}^p \ln (1 + \exp (z_i/\tau)). $$

**Theorem 4.2.** Let $\Sigma_0 \prec \Sigma_1$ hold and let $C_j : \mathbb{R}^n \to \mathcal{S}^p$ be $q$-times continuously differentiable, where $q \geq 1$ and $j \in J$. Then, the following conditions hold true.

1. For all $(x, \tau) \in \mathbb{R}^n \times \mathbb{R}^n_+$, we have that

$$ \varphi_j(x) \leq \tilde{\varphi}_j(x; \tau) \leq \varphi_j(x) + (1/2)\tau p \ln 2, $$

where $\varphi_j$ and $\tilde{\varphi}_j$ is defined in (4.2) and (4.3), respectively.
2. The function \( \tilde{\varphi}_j \) is a smoothing function of \( \varphi_j \), \( \tilde{\varphi}_j(\cdot; \tau) \) is q-times continuously differentiable for every \( \tau > 0 \), and gradient consistency holds for \( \tilde{\varphi}_j \) and \( \varphi_j \).

3. If \( (x^k) \subset \mathbb{R}^n \) and \( (\tau_k) \subset \mathbb{R}_{++} \) are sequences such that \( x^k \to x \) and \( \tau_k \to 0 \) as \( k \to \infty \), there exists a convergent subsequence \( (\nabla_x \tilde{\varphi}_j(x^k; \tau_k))_K \) of \( (\nabla_x \varphi_j(x^k; \tau_k)) \).

Proof. 1. The estimate \( (4.5) \) follows from the inequalities (see, e.g., [44, sect. 2])

\[
(z)_+ \leq \tau \ln(1 + \exp(z/\tau)) \leq (z)_+ + \tau \ln 2 \quad \text{for all } z \in \mathbb{R}.
\]

2. Next, we establish that \( \tilde{\varphi}_j \) is a smoothing function of \( \varphi_j \). Let \( \tau > 0 \) be arbitrary. The function \( \varphi_j \) is locally Lipschitz continuous as a composition of locally Lipschitz functions and \( \tilde{w}(\cdot; \tau) \) is symmetric and analytic as a composition of analytic functions. Hence, [53, Thm. 2.1] implies that \( \tilde{w}_\lambda(\cdot; \tau) = \tilde{w}(\cdot; \tau) \circ \lambda \) is analytic, and the classical chain rule implies that \( \tilde{\varphi}_j(\cdot; \tau) = (1/2)\tilde{w}_\lambda(\cdot; \tau) \circ G_j \) is q-times continuously differentiable. Together with \( (4.5) \), we obtain that \( \tilde{\varphi}_j \) is a smoothing function of \( \varphi_j \).

Now, we prove that gradient consistency holds. i.e., \( (3.5) \) is fulfilled. Since \( \tilde{\varphi}_j \) is locally Lipschitz continuous, it suffices to show that \( \tilde{S}_{\tilde{\varphi}_j}(x) \subset \partial \varphi_j(x) \) for all \( x \in \mathbb{R}^n \); cf. Lemma 3.2, where \( \tilde{S}_{\tilde{\varphi}_j}(x) \) is defined in \( (3.4) \). Let \( x \in \mathbb{R}^n \) be arbitrary and let \( z \in \mathbb{R}^n \) be a vector such that there exists sequences \( (x^k) \subset \mathbb{R}^n \) and \( (\tau_k) \subset \mathbb{R}_{++} \) converging to \( x \) and \( 0 \) as \( k \to \infty \), respectively, and, moreover, such that \( \nabla_x \tilde{\varphi}_j(x^k; \tau_k) \to z \) as \( k \to \infty \).

If we conclude that \( z \in \partial \varphi_j(x) \), we have \( \tilde{S}_{\tilde{\varphi}_j}(x) \subset \partial \varphi_j(x) \); see \( (3.4) \).

Now, let \( k \geq 0 \) be arbitrary. We compute \( \nabla_x \tilde{\varphi}_j(x^k; \tau_k) \). The function \( \tilde{w}(\cdot; \tau_k) \) is continuously differentiable and symmetric and, hence, the classical chain rule and [36, Thm. 1.1] imply that the directional derivative \( D_x \tilde{\varphi}_j(\cdot; \tau_k)h \) of \( \tilde{\varphi}_j(\cdot; \tau_k) \) w.r.t. \( x \) evaluated at \( x^k \) in direction \( h \in \mathbb{R}^p \) is

\[
D_x \tilde{\varphi}_j(x^k; \tau_k)h = (1/2)\tilde{\Sigma}_0 \bullet D_{C_j}(x^k)h + (1/2)(Q_{j,k} M_{j,k} Q_{j,k}^T) \bullet D_{G_j}(x^k)h,
\]

where \( Q_{j,k} \in \mathbb{R}^{p \times p} \) fulfills \( Q_{j,k} Q_{j,k}^T = I \) and \( G_j(x^k) = Q_{j,k} \text{Diag}(\lambda(G_j(x^k)))Q_{j,k}^T \), and where \( M_{j,k} = \text{Diag}(\nabla_x \tilde{w}(\lambda(G_j(x^k))); \tau_k) \). Using the adjoint operators \( D_{C_j}(x^k)^* \) and \( D_{G_j}(x^k)^* \) of \( D_{C_j}(x^k) \) and \( D_{G_j}(x^k) \), we obtain that

\[
(4.6) \quad \nabla_x \tilde{\varphi}_j(x^k; \tau_k) = (1/2)D_{C_j}(x^k)^* \tilde{\Sigma}_0 + (1/2)D_{G_j}(x^k)^* (Q_{j,k} M_{j,k} Q_{j,k}^T).
\]

We have that

\[
(4.7) \quad D_{C_j}(x^k)^* P = \nabla_x (C_j(x) \bullet P), \quad \text{and} \quad D_{G_j}(x^k)^* P = \nabla_x (G_j(x^k) \bullet P)
\]

for all \( P \in \mathcal{S}^p \). Indeed, for any \( s \in \mathbb{R}^n \) and \( P \in \mathcal{S}^p \), we infer that

\[
s^T D_{C_j}(x^k)^* P = P \bullet D_{C_j}(x^k)s = D(C_j(x) \bullet P)s = s^T \nabla_x (C_j(x) \bullet P).
\]

The second equation in \( (4.7) \) can be shown similarly.

Using \( (4.4) \), we obtain

\[
(4.8) \quad (\nabla_x \tilde{w}(z; \tau))_i = \frac{1}{1 + \exp(-z_i/\tau)}
\]

for all \( (z, \tau) \in \mathbb{R} \times \mathbb{R}_{++} \) and \( i = 1, \ldots, p \). We deduce that \( (\nabla_x \tilde{w}(\lambda(G_j(x^k))); \tau_k) \) is bounded. Moreover, \( (Q_{j,k}) \) is bounded. Hence, we can assume w.l.o.g. that there exist \( \tilde{w}^l \in \mathbb{R}^p \) and \( \bar{Q}_j \in \mathbb{R}^{p \times p} \) such that \( \nabla_x \tilde{w}(\lambda(G_j(x^k)); \tau_k) \to \tilde{w}^l \), and \( (Q_{j,k}) \to \bar{Q}_j \) as \( k \to \infty \),
with $Q_iQ_j^T = I$ and $G_j(x) = Q_j \text{Diag} (\lambda(G_j(x))))$, where we have used that $\lambda$ is continuous; cf. [31, Cor. 6.3.8]. In addition, (4.8) implies for $i = 1, \ldots, p$, that

$$\langle \nabla_x \tilde{w} (\lambda(G_j(x^k)); \tau_k) \rangle_i \to (\tilde{w})_i \in \begin{cases} \{0\} & \text{if } \lambda_i(G_j(x)) < 0, \\ [0, 1] & \text{if } \lambda_i(G_j(x)) = 0, \text{ as } k \to \infty. \\ \{1\} & \text{if } \lambda_i(G_j(x)) > 0, \end{cases}$$

Hence, (4.6) and the continuity of both $DC_j$ and $DG_j$ show that

$$\nabla_x \tilde{\varphi}_j (x^k; \tau_k) \to (1/2)DC_j(x)^* \Sigma_0 + (1/2)DG_j(x)^* Q_j \text{Diag}(\tilde{w})^T \tilde{Q}_j^T = z \text{ as } k \to \infty.$$  

To verify that $z \in \partial \varphi_j (x)$, we compute $\partial \varphi_j (x)$ using (4.2). The function $S^p \ni G \mapsto \sum_{i=1}^p (\lambda_i(G))_+$ is regular (cf. [37, Cor. 4]), sums of regular functions are regular, and continuously differentiable functions are regular; cf. [19, Prop. 2.3.6]. Hence, through applications of the chain rule [18, Thm. 2.3.10], and [37, Thm. 8], we obtain that

$$\partial \varphi_j (x) = \left\{ \frac{1}{2} DC_j(x)^* \Sigma_0 + \frac{1}{2} DG_j(x)^* Q \text{Diag}(w)Q^T : Q \in O_j(x), u \in \partial w(\lambda(G_j(x))) \right\},$$

where $O_j(x) = \{ Q \in \mathbb{R}^{n \times p} : QQ^T = I, G_j(x) = Q \text{Diag}(\lambda(G_j(x)))Q^T \}$ and $w : \mathbb{R}^p \to \mathbb{R}$ is defined by $w(z) = \sum_{i=1}^p (\lambda_i(z)_)$. For each $z \in \mathbb{R}^p$, and for all $i \in \{1, \ldots, p\}$ and $g \in \partial w(z)$, it holds that $g_i = 0$ if $z_i < 0$, $g_i \in [0, 1]$ if $z_i = 0$, and $g_i = 1$ if $z_i > 0$. Hence, we infer $\tilde{w} \in \partial w(\lambda(G_j(x)))$ and, finally, that $z \in \partial \varphi_j (x)$.

3. We can adapt the above reasoning to deduce that $(\nabla_x \tilde{\varphi}_j(x^k; \tau_k))$ has a convergent subsequence if $(x^k) \subset \mathbb{R}^n$ and $(\tau_k) \subset \mathbb{R}^n$ fulfill $x^k \to x$, $\tau_k \to 0$ as $k \to \infty$.

Based on an eigendecomposition of $G_j(x)$, the computation of $\nabla_x \tilde{\varphi}_j(x; \tau)$ is cheap; cf. (4.6). The next step in order to solve the DROP (3.1) efficiently is to construct a computationally tractable smoothing function of (1.6).

5. Smoothing approach for the TRPs. We derive a smoothing function of the optimal value function defined in (1.6) based on constructing one of the function $v : \mathbb{R}^n \to \mathbb{R}$ defined by

$$(5.1) \quad v(x) = \min_{s \in \mathbb{R}^p} \left\{ (1/2)s^T H(x)s + g(x)^T s : (1/2)\|s\|^2 \leq (1/2)\Delta^2 \right\},$$

where $g : \mathbb{R}^n \to \mathbb{R}^p$ and $H : \mathbb{R}^n \to \mathbb{S}^p$. Throughout, let $\Delta > 0$ be satisfied. We obtain a smoothing function of (5.1) as a value function of a “lifted” TRP. The lifted TRP results from a barrier formulation of a Lagrangian dual of (5.1). Since TRPs are theoretically and practically tractable (see [6, sect. 2] and [40, sect. 5]), our construction implies that the smoothing function of $v$ can be evaluated efficiently. Moreover, based on Danskin’s theorem, we can deduce that the evaluations of derivatives of the smoothing function are computationally tractable as well. In addition, we establish gradient consistency and, thus, the smoothing function meets the conditions stated in Section 3. In particular, we infer that the DROP (3.1) can be solved by Algorithm 3.1. Our approximation and smoothing scheme can be applied to nonlinear ROPs as an alternative to methods used in, e.g., [21, 35].

5.1. Lagrangian dual of TRPs. Before we review properties of the Lagrangian dual of the nominal TRP

$$(5.2) \quad \min_{s \in \mathbb{R}^p} \left(1/2\right)s^T Hs + g^T s \quad \text{s.t.} \quad (1/2)\|s\|^2 \leq (1/2)\Delta^2,$$

where $g = g(x_0) \in \mathbb{R}^p$, $H = H(x_0) \in \mathbb{S}^p$, and $x_0 \in \mathbb{R}^n$, we state necessary and sufficient optimality conditions of (5.2); see, e.g., [49, Lem. 2.4, Lem. 2.8].
Theorem 5.1. The TRP (5.2) has an optimal solution \( s^* \in \mathbb{R}^p \). Moreover, the vector \( s^* \in \mathbb{R}^p \) is an optimal solution of (5.2) iff there exists \( \lambda^* \in \mathbb{R} \) such that

\[
(H + \lambda^* I)s^* = -g, \quad \|s^*\|_2 \leq \Delta, \quad \lambda^*(\|s^*\|_2 - \Delta) = 0, \quad \lambda^* \geq 0, \quad H + \lambda^* I \succ 0.
\]

In addition, if \((s^*, \lambda^*)\) fulfills (5.3) and \(\lambda^* > -\lambda_{\min}(H)\), then \(s^*\) is the unique optimal solution of (5.2). Moreover, if \((s_1^*, \lambda_1^*)\) and \((s_2^*, \lambda_2^*)\) fulfill (5.3), it holds that \(\lambda_1^* = \lambda_2^*\).

If \((s^*, \lambda^*)\) satisfies (5.3), we refer to it as optimal primal-dual solution of (5.2). Next, we provide a definition of the hard case of the TRP (5.2).

Definition 5.2. Let \((s^*, \lambda^*)\) be an optimal primal-dual solution of (5.2). If \(\lambda^* = -\lambda_{\min}(H)\) holds, the hard case occurs for (5.2), and otherwise the easy case.

The term “hard case” is due to [40] and the terminology of the “easy case” has been used in, e.g., [51]. If the hard case occurs for (5.2), i.e., if \((s^*, -\lambda_{\min}(H))\) is an optimal primal-dual solution of (5.2), we have that \(g \perp N(H - \lambda_{\min}(H)I)\). Indeed, (5.3) implies for all \(v \in N(H - \lambda_{\min}(H)I)\) that \(v^T g = -v^T (H - \lambda_{\min}(H)I)s^* = 0\). Now, we state a result on Lagrangian duality of (5.2); cf. [6, 25, 27, 51, 52].

Theorem 5.3 ([52, Prop. 3.1, Thm. 3.3, Cor. 3.4]). A Lagrangian dual problem of (5.2)—phrased as a minimization problem—is given by

\[
\min_{\lambda \in \mathbb{R}} d(\lambda) \quad \text{s.t.} \quad H + \lambda I \succ 0, \quad \lambda \geq 0,
\]

where \(d : \mathbb{R} \rightarrow \mathbb{R} \cup \{\infty\}\) is defined by

\[
d(\lambda) = \begin{cases} 
\frac{1}{2}g^T(H + \lambda I)^+g + \frac{1}{2}\Delta^2 \lambda & \text{if } \lambda \geq (-\lambda_{\min}(H))_+, \ g \perp N(H + \lambda I), \\
\infty & \text{else}.
\end{cases}
\]

Moreover, (5.4) has a unique optimal solution \(\lambda^*\), which is the unique Lagrange multiplier associated to (5.2). In addition, strong duality holds, i.e., the optimal value of (5.2) equals \(-d^*\), where \(d^*\) denotes the optimal value of (5.4).

We define the solution mapping \(s : \mathbb{R} \rightarrow \mathbb{R}^p\) by

\[
s(\lambda) = -(H + \lambda I)^+ g
\]

and summarize properties of the dual function \(d\).

Lemma 5.4. The following conditions hold true.

1. The function \(d\) defined in (5.5) is convex and \(d(\lambda) \rightarrow \infty\) as \(\lambda \rightarrow \infty\).
2. If \(\lambda > (-\lambda_{\min}(H))_+\), then \(d\) is twice continuously differentiable at \(\lambda\), and

\[
d'\lambda(\lambda) = -(1/2)\|s(\lambda)\|_2^2 + (1/2)\Delta^2.
\]

3. If \(g \neq 0\), then \(d''(\lambda) > 0\) for all \(\lambda > (-\lambda_{\min}(H))_+\).

Proof. The statements follow from [52, Prop. 3.2] and the proof of [52, Thm. 3.3].

5.2. Barrier formulation for the dual of TRPs. We state a barrier problem of (5.4) using a reciprocal barrier and show that an optimal solution of it is an approximate solution to (5.4). In Subsection 5.3, it is shown that the barrier problem corresponds to a “lifted” TRP justifying the use of a reciprocal barrier instead of a self-concordant one. Hence, it can be solved with any TRP solver enabling us to define
and evaluate a smoothing function of $\psi_j$ (see (1.6)) and its derivatives efficiently and, subsequently, to solve the DROP (3.1). The barrier problem associated to (5.4) is

\begin{equation}
\min_{\lambda \in \mathbb{R}} d(\lambda) + \nu B_\eta(\lambda) \quad \text{s.t.} \quad \lambda > E(-H; \eta), \quad \lambda > 0,
\end{equation}

where $\nu, \eta > 0$ and the reciprocal barrier $B_\eta : ((E(-H; \eta))_+ , \infty) \to \mathbb{R}$ is defined by

\begin{equation}
B_\eta(\lambda) = \frac{1}{\lambda} + \frac{1}{\lambda - E(-H; \eta)},
\end{equation}

see, e.g., [26, sect. 3.1]. Here, $E : \mathcal{S}^p \times \mathbb{R}_+ \to \mathbb{R}$ is an entropy function defined by

\begin{equation}
E(A; \eta) = \eta \ln \sum_{i=1}^p \exp(\lambda_i(A)/\eta).
\end{equation}

It has successfully been used in the context of nonsmooth optimization, see, e.g., [16, 41], $E$ is a smoothing function of $\lambda_{\text{max}}$ and fulfills

\begin{equation}
\lambda_{\text{max}}(A) \leq E(A; \eta) \leq \lambda_{\text{max}}(A) + \eta \ln p,
\end{equation}

for all $A \in \mathcal{S}^p$ and every $\eta > 0$; cf. [41, eq. (17) and eq. (18)], and [31, Cor. 6.3.8]. In particular, for all $A \in \mathcal{S}^p$ and any $\eta > 0$, we have that

\begin{equation}
\lambda_{\text{min}}(A) = -\lambda_{\text{max}}(-A) \geq -E(-A; \eta).
\end{equation}

We could use the barrier function $((-\lambda_{\text{min}}(H))_+ , \infty) \ni \lambda \mapsto -\ln \lambda - \ln \det(H + \lambda I)$ in (5.8), which does not require to compute $\lambda_{\text{min}}(H)$ and to smooth $\lambda_{\text{min}}$. However, the resulting primal problem would not be a TRP and requires, e.g., an adapted version of [40, Alg. 3.2] for its numerical solution. Next, we show that (5.8) has a unique optimal solution for any $\nu, \eta > 0$.

**Lemma 5.5.** For every $\nu, \eta > 0$, the barrier problem (5.8) has a unique optimal solution $\lambda^*(\nu, \eta)$ and it holds $\lambda^*(\nu, \eta) > (E(-H; \eta))_+$, where $E$ is defined in (5.10).

**Proof.** Let $\nu, \eta > 0$ be arbitrary. Define the objective function of (5.8) by

\begin{equation}
B_{\nu, \eta} : ((E(-H; \eta))_+ , \infty) \to \mathbb{R}, \quad B_{\nu, \eta} = d + \nu B_\eta,
\end{equation}

where $d$ and $B_\eta$ is defined in (5.5) and (5.9), respectively. Let $\lambda > (E(-H; \eta))_+$ be arbitrary. Since $(E(-H; \eta))_+ \ni \lambda \mapsto -\ln \lambda - \ln \det(H + \lambda I)$ in (5.8), which does not require to compute $\lambda_{\text{min}}(H)$ and to smooth $\lambda_{\text{min}}$. However, the resulting primal problem would not be a TRP and requires, e.g., an adapted version of [40, Alg. 3.2] for its numerical solution. Next, we show that (5.8) has a unique optimal solution for any $\nu, \eta > 0$.

\begin{equation}
B_{\nu, \eta}(\lambda) = \frac{1}{2} g^T (H + \lambda I)^{-1} g + \frac{1}{2} \Delta^2 \lambda + \frac{\nu}{\lambda - E(-H; \eta)} \geq \frac{1}{2} \Delta^2 \lambda
\end{equation}

showing that $B_{\nu, \eta}(\lambda) \to \infty$ as $\lambda \to \infty$. From (5.5), (5.9), and (5.13), we infer that

\begin{equation}
B_{\nu, \eta}(\lambda) \geq \frac{\nu}{\lambda} + \frac{\nu}{\lambda - E(-H; \eta)} \to \infty \quad \text{as} \quad \lambda \to (E(-H; \eta))_+.
\end{equation}

Thus, (5.8) has an optimal solution $\lambda^*(\nu, \eta)$ and there holds $\lambda^*(\nu, \eta) > (E(-H; \eta))_+$. Now, we show that $B_{\nu, \eta}$ is strictly convex. Lemma 5.4 implies that $B_{\nu, \eta}$ (cf. (5.13)) is twice continuously differentiable at $\lambda$ with

\begin{equation}
B'_{\nu, \eta}(\lambda) = -\frac{1}{2} g^T (H + \lambda I)^{-2} g - \frac{\nu}{\lambda^2} - \frac{\nu}{(\lambda - E(-H; \eta))^2} + \frac{1}{2} \Delta^2,
\end{equation}

and

\begin{equation}
B''_{\nu, \eta}(\lambda) = g^T (H + \lambda I)^{-3} g + \frac{2\nu}{\lambda^3} + \frac{2\nu}{(\lambda - E(-H; \eta))^3} > 0,
\end{equation}

implying that $B_{\nu, \eta}$ is strictly convex. Hence, $\lambda^*(\nu, \eta)$ is the unique solution of (5.8).
For $\nu, \eta > 0$, we denote by $\lambda^*(\nu, \eta)$ the optimal solution of (5.8); cf. Lemma 5.5.

**Theorem 5.6.** Let $\nu, \eta > 0$ be arbitrary. Then, the following conditions hold.

1. We have that
   \begin{equation}
   \lambda^*(\nu, \eta) \geq \sqrt{2\nu/\Delta}, \quad \text{and} \quad \lambda^*(\nu, \eta) - E(-H; \eta) \geq \sqrt{2\nu/\Delta},
   \end{equation}
   where $\lambda^*(\nu, \eta)$ is the optimal solution of (5.8) and $E$ is defined in (5.10).

2. The point $\lambda^*(\nu, \eta)$ is an $(\sqrt{2\nu}\Delta + (1/2)\Delta^2 \eta \ln p)$-optimal solution of (5.4), i.e.,
   \begin{equation}
   d^* \leq d(\lambda^*(\nu, \eta)) \leq d^* + \sqrt{2\nu}\Delta + (1/2)\Delta^2 \eta \ln p,
   \end{equation}
   where $d^*$ denotes the optimal value of (5.4) and $d$ is defined in (5.5).

3. It holds that
   \begin{equation}
   d^* \leq d(\lambda^*(\nu, \eta)) + \nu B_\eta(\lambda^*(\nu, \eta)) \leq d^* + 2\sqrt{2\nu}\Delta + (1/2)\Delta^2 \eta \ln p,
   \end{equation}
   where the barrier function $B_\eta$ is defined in (5.9).

We apply the following result to prove Theorem 5.6.

**Lemma 5.7.** Let $\eta, \epsilon > 0$ be arbitrary, and consider
\begin{equation}
\min_{\lambda \in \mathbb{R}} d(\lambda) \quad \text{s.t.} \quad \lambda \geq \epsilon, \quad \lambda \geq E(-H; \eta) + \epsilon.
\end{equation}
Then, problem (5.18) has a unique optimal solution $\bar{\lambda}_{\eta, \epsilon}$. Moreover, it holds that
\begin{equation}
d^* \leq d(\bar{\lambda}_{\eta, \epsilon}) = d^*_{\eta, \epsilon} \leq d^* + (1/2)\Delta^2 (\eta \ln p + \epsilon),
\end{equation}
where $d^*$ denotes the optimal value of (5.4) and $d^*_{\eta, \epsilon}$ the one of (5.18).

**Proof.** We establish existence and uniqueness of solutions of (5.18). If $g = 0$, we obtain $d(\lambda) = (1/2)\Delta^2 \lambda$. Hence, the optimal solution $\bar{\lambda}_{\eta, \epsilon}$ of (5.18) is given by $\bar{\lambda}_{\eta, \epsilon} = (E(-H; \eta))_+ + \epsilon$. If $g \neq 0$, Lemma 5.4 and (5.12) imply that the objective of (5.18) is coercive, twice continuously differentiable in an open neighborhood of the feasible set of (5.18), and $d^*(\lambda) > 0$ for all $\lambda > (E(-H; \eta))_+$. Hence, there exists a unique optimal solution $\bar{\lambda}_{\eta, \epsilon}$ of (5.18).

Now, we establish (5.19). Since $\lambda_{\eta, \epsilon} \geq (E(-H; \eta))_+ + \epsilon$, we have that $d^* \leq d(\bar{\lambda}_{\eta, \epsilon})$. Moreover, if $\lambda^* > (E(-H; \eta))_+ + \epsilon$ holds, we infer $d^* = d^*_{\eta, \epsilon}$, where $\lambda^*$ denotes the optimal solution of (5.4). Hence, it remains to consider the case where
\begin{equation}
(-\lambda_{\min}(H))_+ = \lambda^* \leq (E(-H; \eta))_+ + \epsilon.
\end{equation}
We define $\bar{\lambda} = \lambda^* + \eta \ln p + \epsilon$, and observe that $\bar{\lambda} \geq \epsilon$. From (5.11), we infer that
\begin{equation}
E(-H; \eta) \leq -\lambda_{\min}(H) + \eta \ln p \leq \lambda^* + \eta \ln p
\end{equation}
showing that $\bar{\lambda} \geq E(-H; \eta) + \epsilon$. Hence, $\bar{\lambda}$ is feasible for (5.18). Lemma 5.4 implies that $d$ is convex and differentiable at $\bar{\lambda}$. Therefore, we have that
\begin{equation}
d(\lambda^*) - d(\bar{\lambda}) \geq d'(\bar{\lambda})(\lambda^* - \bar{\lambda}) = -d'(\bar{\lambda})(\eta \ln p + \epsilon)
\end{equation}
resulting in
\begin{equation}
d(\lambda^*) + d'(\bar{\lambda})(\eta \ln p + \epsilon) \geq d(\bar{\lambda}) \geq d(\bar{\lambda}_{\eta, \epsilon}).
\end{equation}
Now, (5.6), Lemma 5.4 and (5.7) imply $d'(\bar{\lambda}) \leq (1/2)\Delta^2$ and, hence, (5.19) holds. \(\square\)
To prove the estimates in (5.16), we use that the functions $G_1: (0, \infty) \rightarrow \mathbb{R}$ and $G_2: (E(-H; \eta), \infty) \rightarrow \mathbb{R}$ defined by

$$G_1(\lambda) = -\ln \lambda, \quad \text{and} \quad G_2(\lambda) = -\ln(\lambda - E(-H; \eta))$$

are 1-self-concordant barrier functions of their domains; cf. [42, sect. 2.3.1, Ex. 2].

**Proof of Theorem 5.6.** 1. We establish (5.15). Recall that the objective of (5.8) is $B_{\nu, \eta}$; cf. (5.13). Lemma 5.5 implies that $B'_{\nu, \eta}(\lambda^*(\nu, \eta)) = 0$ and (5.14) results in

$$g^T (H + \lambda^*(\nu, \eta) I)^{-2} g + \frac{2\nu}{\lambda^*(\nu, \eta)^2} + \frac{2\nu}{(\lambda^*(\nu, \eta) - E(-H; \eta))^2} = \Delta^2.$$  

Lemma 5.5 and (5.12) further yield $H + \lambda^*(\nu, \eta) I \in \mathbb{S}^p_{++}$ and, hence, we infer that

$$\frac{2\nu}{\lambda^*(\nu, \eta)^2} \leq \Delta^2, \quad \text{and} \quad \frac{2\nu}{(\lambda^*(\nu, \eta) - E(-H; \eta))^2} \leq \Delta^2$$

showing the estimates in (5.15).

2. Next, we verify (5.16). The point $\lambda^*(\nu, \eta)$ is feasible for (5.4) by (5.15) and, therefore, we have $d^* \leq d(\lambda^*(\nu, \eta))$. Now, let $\lambda > (E(-H; \eta))_+$ be arbitrary. Both functions $G_1$ and $G_2$ defined prior the proof are 1-self-concordant for their domains. Hence, we obtain from [42, Prop. 2.3.2] that

$$(5.20) \quad -\frac{1}{\lambda^*(\nu, \eta)} (\lambda - \lambda^*(\nu, \eta)) = G'_1(\lambda^*(\nu, \eta))(\lambda - \lambda^*(\nu, \eta)) \leq 1,$$

and

$$-\frac{1}{\lambda^*(\nu, \eta) - E(-H; \eta)} (\lambda - \lambda^*(\nu, \eta)) = G'_2(\lambda^*(\nu, \eta))(\lambda - \lambda^*(\nu, \eta)) \leq 1.$$  

Further, $B'_{\nu, \eta}(\lambda^*(\nu, \eta)) = 0$ results in

$$d'(\lambda^*(\nu, \eta)) = -\nu B'_{\eta}(\lambda^*(\nu, \eta))$$

showing with (5.15), (5.20), and $\lambda^*(\nu, \eta) > (E(-H; \eta))_+$ that

$$d'(\lambda^*(\nu, \eta))(\lambda - \lambda^*(\nu, \eta)) = -\nu B'_{\eta}(\lambda^*(\nu, \eta))(\lambda - \lambda^*(\nu, \eta))$$

$$\geq -\frac{\nu}{\lambda^*(\nu, \eta)^2} (\lambda - \lambda^*(\nu, \eta)) + \frac{\nu}{(\lambda^*(\nu, \eta) - E(-H; \eta))^2} (\lambda - \lambda^*(\nu, \eta))$$

Next, the convexity of $d$ (cf. Lemma 5.4), the above formula, and (5.15) yield that

$$d(\lambda^*(\nu, \eta)) - d(\lambda) \leq d'(\lambda^*(\nu, \eta))(\lambda^*(\nu, \eta) - \lambda)$$

$$\leq \frac{\nu}{\lambda^*(\nu, \eta)} + \frac{\nu}{\lambda^*(\nu, \eta) - E(-H; \eta)} \leq \frac{2\nu}{\sqrt{2\nu}} \Delta = \sqrt{2\nu} \Delta.$$  

Now, we denote by $\lambda_{\eta, \epsilon}$ the optimal solution of (5.18) for an arbitrary $\epsilon > 0$, which fulfills $\lambda_{\eta, \epsilon} \geq (E(-H; \eta))_+ + \epsilon$; cf. Lemma 5.7. Furthermore, Lemma 5.7, (5.19) and (5.21) with $\lambda = \lambda_{\eta, \epsilon}$ show that

$$d(\lambda^*(\nu, \eta)) \leq d(\lambda_{\eta, \epsilon}) + \sqrt{2\nu} \Delta \leq d^* + \sqrt{2\nu} \Delta + (1/2) \Delta^2 (\eta \ln p + \epsilon).$$

The latter inequalities hold for all $\epsilon > 0$ and, hence, we obtain (5.16).

3. We show (5.17). Using (5.9) and (5.15), we infer that $\nu B_{\eta}(\lambda^*(\nu, \eta)) > 0$ $\nu B_{\eta}(\lambda^*(\nu, \eta)) \leq \sqrt{2\nu} \Delta$, and $\lambda^*(\nu, \eta)$ is feasible for (5.4). Hence, (5.16) implies (5.17). □

The error estimates presented in Theorem 5.6 depend on $\ln p$ and on the prescribed trust-region radius $\Delta$. Therefore, the data dependence is weak.
5.3. Smoothing function for TRPs. We show that the function \( \tilde{v} : \mathbb{R}^n \times \mathbb{R}^2_+ \rightarrow \mathbb{R} \) defined by

\[
\tilde{v}(x; \nu, \eta) = \min_{\bar{s} \in \mathbb{R}^{p+2}} \left\{ \frac{1}{2} \bar{s}^T \bar{H}_\eta(x) \bar{s} + \bar{g}_\nu(x)^T \bar{s} : \ (1/2)\|\bar{s}\|^2 \leq (1/2)\Delta^2 \right\}.
\]

is a smoothing function of \( v \) (see (5.1)) and establish gradient consistency, where

\[
\bar{H}_\eta(x) = \begin{bmatrix} H(x) & 0 \\ -E(-H(x); \eta) \end{bmatrix} \in \mathbb{S}^{p+2}, \ \text{and} \ \bar{g}_\nu(x) = \begin{bmatrix} g(x) \\ \frac{\sqrt{2} \nu}{\sqrt{2}} \end{bmatrix} \in \mathbb{R}^{p+2},
\]

and \( E(\cdot; \eta) \) is defined in (5.10). Subsequently, we apply these results to define a smoothing function of \( \psi_j \) (see (1.6)), to infer its gradient consistency, and to deduce computationally tractability—crucial properties for an efficient solution of approximated DROPs using Algorithm 3.1. To prove these properties, we use that a Lagrangian dual of (5.22) is approximated DROPs using Algorithm 3.1. To prove these properties, we use that a Lagrangian dual of (5.22) is

\[
\min_{\lambda \in \mathbb{R}} d(\lambda; x) + \frac{\nu}{\lambda} + \frac{\nu}{\lambda} \left( \lambda > E(-H(x); \eta), \quad \lambda > 0, \right)
\]

where \( x \in \mathbb{R}^n \) and \( d : ((-E(H(x); \eta))_+, \infty) \times \mathbb{R}^n \rightarrow \mathbb{R} \) is defined by

\[
d(\lambda; x) = (1/2)g(x)^T(H(x) + \lambda I)^{-1}g(x) + (1/2)\Delta^2 \lambda.
\]

**Lemma 5.8.** Let \( x \in \mathbb{R}^n \) and \( \nu, \eta > 0 \) be arbitrary. Then, the problem (5.24) has a unique optimal solution \( \lambda(x; \nu, \eta) \) and it holds that \( \lambda(x; \nu, \eta) > (E(-H(x); \eta))_+ \). Moreover, the optimal value of (5.22) equals the negative of the one of (5.24), the hard case does not occur for (5.22), and

\[
\tilde{v}(x; \nu, \eta) = -(1/2)\bar{g}_\nu(x)^T(\bar{H}_\eta(x) + \lambda(x; \nu, \eta)I)^{-1}\bar{g}_\nu(x) - (1/2)\Delta^2 \lambda(x; \nu, \eta).
\]

**Proof.** Lemma 5.5 implies that (5.24) has a unique optimal solution \( \tilde{\lambda}(x; \nu, \eta) \) and it holds that \( \tilde{\lambda}(x; \nu, \eta) > (E(-H(x); \eta))_+ \). Using (5.12), we infer that \( \lambda_{\min}(H(x)) \geq -E(-H(x); \eta) \) and (5.23) shows \( \lambda_{\min}(\bar{H}_\eta(x)) = -(E(-H(x); \eta))_+ \).

If \( E(-H(x); \eta) > 0 \), we have that \( y = (0, \ldots, 0, 1) \in N(\bar{H}_\eta(x) - \lambda_{\min}(\bar{H}_\eta(x))I) \) and \( y^T \bar{g}_\nu(x) \neq 0 \). If \( E(-H(x); \eta) \leq 0 \), we get that \( w = (0, \ldots, 0, 1, 0) \in N(\bar{H}_\eta(x) - \lambda_{\min}(\bar{H}_\eta(x))I) \) and \( w^T \bar{g}_\nu(x) \neq 0 \). Hence, we obtain \( \bar{g}_\nu(x) \notin N(\bar{H}_\eta(x) - \lambda_{\min}(\bar{H}_\eta(x))I) \).

Next, for all \( \lambda > (E(-H(x); \eta))_+ \), we infer from (5.23) and (5.25) that

\[
d(\lambda; x) + \frac{\nu}{\lambda(x; \nu, \eta)} + \frac{\nu}{\lambda(x; \nu, \eta) - E(-H(x); \eta)} = \frac{1}{2} \bar{g}_\nu(x)^T(\bar{H}_\eta(x) + \lambda I)^{-1}\bar{g}_\nu(x) + \frac{1}{2} \Delta^2 \lambda.
\]

Hence, Theorem 5.3 shows that strong duality holds and (5.26) is satisfied. The hard case does not occur for (5.22) since \( \lambda(x; \nu, \eta) > (E(-H(x); \eta))_+ = -\lambda_{\min}(\bar{H}_\eta(x)) \). We establish an error estimate on \( \tilde{v} \) (see (5.22)) and show that it is a smoothing function of \( v \) (see (5.1)). We define, similar to (5.6), the mapping \( s : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R} \) by

\[
s(\lambda; x) = -(H(x) + \lambda I)^+g(x).
\]

For \( \nu, \eta > 0 \), we denote by \( (\tilde{s}(x; \nu, \eta), \tilde{\lambda}(x; \nu, \eta)) \) an optimal primal-dual solution of (5.22), where

\[
\tilde{\lambda}(\cdot; \nu, \eta) : \mathbb{R}^n \rightarrow \mathbb{R} \quad \text{and} \quad \tilde{s}(\cdot; \nu, \eta) : \mathbb{R}^n \rightarrow \mathbb{R}^p.
\]
From (5.3), Lemma 5.8, the block structure of $\tilde{H}_q(x)$ (see (5.23)) and (5.27), we infer that for all $x \in \mathbb{R}^n$ it holds that
\begin{equation}
(5.29) \quad \tilde{s}(x; \nu, \eta) = (s(\tilde{\lambda}(x; \nu, \eta); x), \tilde{s}_{p+1}(x; \nu, \eta), \tilde{s}_{p+2}(x; \nu, \eta)).
\end{equation}
In particular, the first $p$ components of $\tilde{s}(x; \nu, \eta)$ are given by $s(\tilde{\lambda}(x; \nu, \eta); x)$. By applying (5.3) and (5.23), we obtain that
\begin{equation}
(5.30) \quad \tilde{s}_{p+1}(x; \nu, \eta) = \frac{\sqrt{2\nu}}{\lambda(x; \nu, \eta)}, \quad \text{and} \quad \tilde{s}_{p+2}(x; \nu, \eta) = \frac{\sqrt{2\nu}}{\lambda(x; \nu, \eta) - E(-H(x); \eta)}.
\end{equation}

**Theorem 5.9.** Let $\nu, \eta > 0$ be arbitrary, and let the mappings $g : \mathbb{R}^n \to \mathbb{R}^p$ and $H : \mathbb{R}^n \to \mathbb{S}^p$ be $q$-times continuously differentiable, where $q \geq 1$. Then, the following conditions hold true.
1. For every $x \in \mathbb{R}^n$, we have that
\begin{equation}
(5.31) \quad \nu(x) \geq \tilde{v}(x; \nu, \eta) \geq v(x) - 2\sqrt{2\nu} \Delta - (1/2) \Delta^2 \eta \ln p,
\end{equation}
where $v$ is defined in (5.1) and $\tilde{v}$ in (5.22).
2. The mappings $\tilde{s}(:, \nu, \eta)$ and $\tilde{\lambda}(:, \nu, \eta)$ defined in (5.28) are $q-1$ times continuously differentiable, and $\tilde{v}(:, \nu, \eta)$ is $q$-times continuously differentiable. We have that
\begin{equation}
(5.32) \quad \nabla_x \tilde{v}(x; \nu, \eta) = \nabla_x \varphi(x, s)|_{s=s(\tilde{\lambda}; x)} + (1/2)(\tilde{s}_{p+2})^2\nabla_x (-E(-H(x); \eta)),
\end{equation}
where $\varphi : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}$ is defined by
\begin{equation}
(5.33) \quad \varphi(x, s) = g(x)^T s + (1/2)s^T H(x)s
\end{equation}
and $(\tilde{s}, \tilde{\lambda}) = (\tilde{s}(x; \nu, \eta), \tilde{\lambda}(x; \nu, \eta))$ is the optimal primal-dual solution of (5.22).
3. The function $\tilde{v}$ is a smoothing function of $v$.

**Proof.** 1. Let $x \in \mathbb{R}^n$ be arbitrary. Theorem 5.6 and Lemma 5.8 yield with (5.17) and (5.26) that (5.31) holds.

2. Lemma 5.8 further shows that $\tilde{\lambda}(x; \nu, \eta) > (E(-H(x); \eta))_+$ implying that strict complementarity slackness holds for (5.22). Moreover, the function $E(:, \eta)$ (see (5.10)) is analytic as $z \to \eta \ln \sum_{i=1}^p \exp(z_i/\eta)$ is analytic (see [53, Thm. 3.1]) and, therefore, the mapping $\tilde{H}_q$ (see (5.23)) is $q$-times continuously differentiable. Hence, the implicit function theorem allows to the first-order optimality conditions (5.3) of (5.22) and implies that $\tilde{\lambda}(\cdot, \nu, \eta)$ and $\tilde{s}(\cdot, \nu, \eta)$ are $q-1$-times continuously differentiable.

Now, the equations (5.22), (5.23), (5.29), (5.33) together with Danskin’s theorem [10, Thm. 4.13, Rem. 4.14] yield that $\tilde{v}(\cdot, \nu, \eta)$ is differentiable and show that its gradient is given by (5.32). Next, [30, Cor. 8.2] implies that $\tilde{s}(\cdot, \nu, \eta)$ is continuous showing that $\nabla_x \tilde{v}(\cdot, \nu, \eta)$ is continuous. Moreover, the chain rule and (5.22) imply that $\tilde{v}(\cdot, \nu, \eta)$ is $q$-times continuously differentiable.

3. The function $v$ is continuous by [30, Thm. 7], $\tilde{v}(\cdot, \nu, \eta)$ is continuously differentiable and, hence, (5.31) shows that $\tilde{v}$ is a smoothing function of $v$.

The next result assures gradient consistency of the function $\tilde{v}$ defined in (5.22).

**Theorem 5.10.** Let the conditions of Theorem 5.9 be fulfilled. Then, the following conditions are satisfied.
1. Gradient consistency holds for $\tilde{v}$ and $v$, where $v$ is defined in (5.1) and $\tilde{v}$ in (5.22).
2. Let $x \in \mathbb{R}^n$ be given, $(x^k) \subseteq \mathbb{R}^n$ and $(\nu_k), (\eta_k) \subseteq \mathbb{R}_{++}$ be sequences converging to $x$ and 0 as $k \to \infty$, respectively. Then, there exists a convergent subsequence $(\nabla_x \tilde{v}(x^k; \nu_k, \eta_k))_K$ of $(\nabla_x \tilde{v}(x^k; \nu_k, \eta_k))$. 

Moreover, 0 = (\text{cf.} [31, Cor. 6.3.8]) showing that \( \lambda \) pairwise orthogonal.

where \( A \)

hence, regular in the sense of [19, Def. 2.3.4]; see [19, Prop. 2.3.6]. Moreover, \( A \) eigenvectors of \( A \)

(5.36)

We need the following result to prove Theorem 5.10.

\[ \nabla (E(\cdot; \eta_k) \circ A)(x^k) \rightarrow \sum_{i=1}^{r} \theta_i DA(x)^* [u_i u_i^T] \in DA(x)^* \partial \lambda_{\text{max}}(A(x)) \text{ as } K \ni k \rightarrow \infty, \]

where \( E \) is defined in (5.10), \( 1 \leq r \leq r(A(x)) \), \( r(A(x)) \) denotes the multiplicity of \( \lambda_{\text{max}}(A(x)) \), \( \theta_i \in [0,1] \), \( \sum_{i=1}^{r} \theta_i = 1 \), and \( u_i \in \mathbb{R}^p \), \( \|u_i\|_2 = 1 \), are pairwise orthogonal eigenvectors of \( A(x) \) corresponding to \( \lambda_{\text{max}}(A(x)) \).

Proof. The mapping \( A \) is continuously differentiable and \( \lambda_{\text{max}} \) is convex and, hence, regular in the sense of [19, Def. 2.3.4]; see [19, Prop. 2.3.6]. Moreover, \( A \) and \( \lambda_{\text{max}} \) are locally Lipschitz continuous. The chain rule [19, Thm. 2.3.9] implies that

(5.34)

\[ \partial (\lambda_{\text{max}} \circ A)(x) = DA(x)^* \partial \lambda_{\text{max}}(A(x)). \]

The function \( E(\cdot; \eta_k) \) is analytic (see [53, Thm. 3.1]) and, hence, the chain rule implies

(5.35)

\[ \nabla x (E(\cdot; \eta_k) \circ A)(x^k) = DA(x)^* \nabla A E(A(x^k); \eta_k). \]

We define \( A_k = A(x^k) \) and \( A = A(x) \). Next, we show that there exists a subsequence \( (\nabla A E(A_k; \eta_k))_K \) of \( (\nabla A E(A_k; \eta_k))_K \) such that

(5.36)

\[ \nabla A E(A_k; \eta_k) \rightarrow \sum_{i=1}^{r} \theta_i u_i u_i^T \in \partial \lambda_{\text{max}}(A) \text{ as } K \ni k \rightarrow \infty. \]

For all \( k \geq 0 \), we have that

\[ \nabla A E(A_k; \eta_k) = \sum_{i=1}^{p} \theta_{i,k} u_i(A_k) u_i(A_k)^T, \text{ and } \theta_{i,k} = \frac{\exp \frac{\lambda_i(A_k) - \lambda_{\text{max}}(A_k)}{\eta_k}}{\sum_{i=1}^{p} \exp \frac{\lambda_i(A_k) - \lambda_{\text{max}}(A_k)}{\eta_k}}, \]

where \( A_k u_i(A_k) = \lambda_{\text{max}}(A_k) u_i(A_k), \|u_i(A_k)\|_2 = 1 \), and the vectors \( u_i(A_k) \) are pairwise orthogonal for \( i = 1, \ldots, p \); cf. [41, sect. 4]. We have that \( \sum_{i=1}^{p} \theta_{i,k} = 1 \) and \( \theta_{i,k} \in [0,1] \). Hence, we can assume w.l.o.g. that for all \( i \in \{1, \ldots, p\} \), it holds that \( u_i(A_k) \rightarrow u_i \in \mathbb{R}^p, \theta_{i,k} \rightarrow \theta_i \in [0,1] \) as \( k \rightarrow \infty \), \( \|u_i\|_2 = 1 \), and \( \sum_{i=1}^{p} \theta_i = 1 \). We have \( A_k u_i(A_k) = \lambda_i(A_k) u_i(A_k) \) for all \( k \geq 0 \), \( A_k \rightarrow A \) as \( k \rightarrow \infty \) and \( \lambda \) is continuous (cf. [31, Cor. 6.3.8]) showing that \( u_i \) is an eigenvector of \( A \) corresponding to \( \lambda_i(A) \). Moreover, \( 0 = u_i(A_k)^T u_j(A_k) \rightarrow u_i^T u_j \) as \( k \rightarrow \infty \) for all \( i \neq j \) implies that \( u_i \) are pairwise orthogonal.

Now, let \( i \in \{1, \ldots, p\} \) be an index such that \( \lambda_i(A) < \lambda_{\text{max}}(A) \), i.e., \( i > r(A) \). We obtain that \( \lambda_i(A_k) - \lambda_{\text{max}}(A_k) \leq (\lambda_i(A) - \lambda_{\text{max}}(A))/2 < 0 \) for all \( k \geq 0 \) sufficiently large. Hence, we infer \( \theta_{i,k} \rightarrow 0 \) as \( k \rightarrow \infty \) resulting in \( \theta_i = 0 \). Moreover, it holds that

\[ \text{conv} \{ uu^T : Au = \lambda_{\text{max}}(A) u, \|u\|_2 = 1, u \in \mathbb{R}^p \} = \partial \lambda_{\text{max}}(A) \]

(cf. [41, sect. 4]) and, hence, we conclude that (5.36) holds. We have that \( DA(x^k) \rightarrow DA(x) \) as \( k \rightarrow \infty \) and, therefore, (5.34) and (5.35) imply the assertion. \( \square \)
We use the notation \((\nu_k, \eta_k)_{k=0}^n\) to indicate a sequence distinguishing it from its elements \((\nu_k, \eta_k)\) and to avoid using \(((\nu_k, \eta_k))\), and \((\nu_k, \eta_k)_{K}\) to denote a subsequence of \((\nu_k, \eta_k)_{k=0}^n\). In addition to Lemma 5.11, we apply the next result to prove Theorem 5.9.

**Lemma 5.12.** Let the conditions of Theorem 5.9 be fulfilled. Moreover, let \(\bar{x} \in \mathbb{R}^n\) be given, \((x^k) \subset \mathbb{R}^n\) and \((\nu_k) \subset \mathbb{R}_{++}\) be sequences converging to \(\bar{x}\) and \(0\) as \(k \to \infty\), respectively. We denote \((\bar{s}^k, \bar{\lambda}_k) = (\bar{s}(x^k; \nu_k, \eta_k), \bar{\lambda}(x^k; \nu_k, \eta_k))\), where \((\bar{s}(x; \nu, \eta), \bar{\lambda}(x; \nu, \eta))\) is defined in (5.28). Then, the following conditions hold true.

1. The sequence \((\bar{s}^k, \bar{\lambda}_k)_{k=0}^n\) has a convergent subsequence \((\bar{s}^k, \bar{\lambda}_k)_K\). In particular, there exist \((\bar{s}, \bar{\lambda}) \in \mathbb{R}^p \times \mathbb{R}_{++}\) and \(\bar{\alpha}, \bar{\beta} \in \mathbb{R}\) such that

\[
(5.37) \quad \bar{s}^k = (s(\bar{\lambda}_k; x^k), \tilde{s}^k_{p+1}, \tilde{s}^k_{p+2}) \to (\bar{s}, \bar{\beta}) \quad \text{and} \quad \bar{\lambda}_k \to \bar{\lambda} \quad \text{as} \quad K \ni k \to \infty.
\]

2. If \(\bar{\lambda} > -\lambda_{\min}(H(\bar{x}))\) holds, the easy case occurs for (5.1) with \(x = \bar{x}\), \((s, \bar{\lambda})\) is an optimal primal-dual solution of (5.1) for \(x = \bar{x}\), and \(\bar{\alpha} = 0\).

3. If \(\bar{\lambda} = -\lambda_{\min}(H(\bar{x}))\) holds, the hard case occurs for (5.1) with \(x = \bar{x}\). Moreover, let \(w_i \in \mathbb{R}^p\), \(\|w_i\|_2 = 1\), \(i = 1, \ldots, r\), be pairwise orthogonal eigenvectors of \(H(\bar{x})\) corresponding to \(\lambda_{\min}(H(\bar{x}))\), where \(r \in \mathbb{N}\). Then, the vectors \((\bar{s} + \gamma^+_i w_i, \lambda)\) and \((\bar{s} + \gamma^-_i w_i, \lambda)\) are optimal primal-dual solutions of (5.1) for \(x = \bar{x}\), where

\[
(5.38) \quad \gamma^+_i = -w_i^T \bar{s} + \sqrt{(w_i^T \bar{s})^2 + \bar{\alpha}^2}, \quad \text{and} \quad \gamma^-_i = -w_i^T \bar{s} - \sqrt{(w_i^T \bar{s})^2 + \bar{\alpha}^2}.
\]

**Proof.** 1. Let \(k \geq 0\) be arbitrary. We show that \((\bar{s}^k, \bar{\lambda}_k)_{k=0}^n\) is bounded. Since \(\|\bar{s}^k\|_2 \leq \Delta\) holds and \((\bar{s}^k)\) is bounded. Lemma 5.8 shows that \(\bar{\lambda}_k = \bar{\lambda}(x^k; \nu_k, \eta_k) > (E(-H(x^k); \eta))_+\) and, hence, (5.12) implies

\[
(5.39) \quad \bar{\lambda}_k > -(\lambda_{\min}(H(x^k)))_+.
\]

Now, (5.26), Lemma 5.8 and (5.39) yield that

\[
\bar{v}(x^k; \nu_k, \eta_k) = -\frac{1}{2}g_{\nu_k}^T (x^k) (H_{\nu_k}(x^k) + \bar{\lambda}_k I)^{-1}g_{\nu_k}(x^k) - \frac{1}{2} \Delta^2 \bar{\lambda}_k \leq -\frac{1}{2} \Delta^2 \bar{\lambda}_k \leq 0,
\]

The left-hand side of the above inequality converges to \(v(\bar{x})\) as \(k \to \infty\) by Theorem 5.9

and \(\bar{\Delta} > 0\) holds implying that \((\bar{\lambda}_k)\) is bounded. In particular, \((\bar{s}^k, \bar{\lambda}_k)_{k=0}^n\) is bounded and it has a convergent subsequence \((\bar{s}^k, \bar{\lambda}_k)_K\). Hence, (5.29) implies that (5.37) holds for some \((\bar{s}, \bar{\lambda}) \in \mathbb{R}^p \times \mathbb{R}_{++}\) and \(\bar{\alpha}, \bar{\beta} \in \mathbb{R}\).

Next, (5.14) shows that a necessary optimality condition of (5.22) is

\[
\Delta^2 = \|s(\bar{\lambda}_k; x^k)\|_2^2 + \frac{2\nu_k}{\bar{\lambda}_k^2} + \frac{2\nu_k}{(\bar{\lambda}_k - E(-H(x^k); \eta))_2^2} = \|\bar{s}^k\|_2^2,
\]

where we have used (5.30) and (5.30) to establish the second equality. Hence, by applying (5.37) we obtain that

\[
(5.40) \quad \Delta^2 = \|\bar{s}^k\|_2^2 \to \|\bar{s}\|_2^2 + \bar{\beta}^2 + \bar{\alpha}^2 \quad \text{as} \quad K \ni k \to \infty.
\]

Moreover, from (5.39), we infer that

\[
(5.41) \quad H(\bar{x}) + \bar{\lambda} I \geq 0, \quad \text{and} \quad \bar{\lambda} \geq 0.
\]

Using (5.27) and (5.39), we have that

\[
(5.42) \quad 0 = (H(x^k) + \bar{\lambda} I)s(\bar{\lambda}_k; x^k) + g(x^k) \to (H(\bar{x}) + \bar{\lambda} I)s + g(\bar{x}) \quad \text{as} \quad K \ni k \to \infty.
\]
2. Now, we verify that \((\bar{s}, \bar{\lambda})\) is an optimal primal-dual solution of (5.1) for \(x = \bar{x}\) and \(\bar{\alpha} = 0\) if \(\bar{\lambda} > -\lambda_{\min}(H(\bar{x}))\). By assumption \(H(\bar{x}) + \bar{\lambda}I\) is invertible and, hence, (5.42) implies that \(\bar{s}\) is the unique solution to \((H(\bar{x}) + \bar{\lambda}I)\bar{s} = -g(\bar{x})\). Therefore, (5.27) and (5.42) result in \(s(\bar{x}; \bar{x}) = \bar{s}\). Moreover, (5.40) implies that \(\|\bar{s}\|_2 \leq \Delta\).

If \(\bar{\lambda} > 0\), then continuity of \(\lambda_{\min}, \bar{\lambda} - \lambda_{\min}(H(\bar{x}))\), \(\bar{\lambda}_k \to \bar{\lambda}\) as \(K \ni k \to \infty\) and (5.11) imply that \(\bar{\lambda}_k \geq \bar{\lambda}/2 > 0\) and \(\bar{\lambda}_k - E(-H(x^k); \eta_k) \geq (\bar{\lambda} + \lambda_{\min}(H(\bar{x}))/2 > 0\) for all \(k \in K\) sufficiently large. Therefore, we obtain from (5.30) that

\[
\begin{align}
\bar{s}^k_{p+1} &= \frac{\sqrt{2v_k}}{\bar{\lambda}_k} \to 0, \quad \text{and} \quad \bar{s}^k_{p+2} = \frac{\sqrt{2v_k}}{\bar{\lambda}_k - E(-H(x^k); \eta_k)} \to 0 \quad \text{as} \quad K \ni k \to \infty,
\end{align}
\]

and, therefore, \(\bar{\alpha}, \bar{\beta} = 0\). Now, (5.40) implies that \(\Delta^2 = \|\bar{s}\|_2^2\).

Hence, \((s(\bar{x}; \bar{x}), \bar{\lambda})\) satisfies \(\bar{\lambda} (\|\bar{s}\|_2^2 - \Delta^2) = 0\) and, therefore, it fulfills (5.3) implying that it is an optimal primal-dual solution of (5.1) for \(x = \bar{x}\) by Theorem 5.1. Theorem 5.1 further implies that the easy case occurs.

3. Next, we establish that the vectors \((\bar{s} + \gamma^+_i w_i, \bar{\lambda})\) and \((\bar{s} + \gamma^-_i w_i, \bar{\lambda})\) are optimal primal-dual solutions of (5.1) for \(x = \bar{x}\) if \(\bar{\lambda} = -\lambda_{\min}(H(\bar{x}))\). Let \(i \in \{1, \ldots, r\}\) be arbitrary. The numbers \(\gamma^+_i\) and \(\gamma^-_i\) solve

\[
\gamma^2_i + 2\gamma_i w_i^T \bar{s} - \bar{\alpha}^2 = 0.
\]

Using \(\|w_i\|_2 = 1\) and (5.40), we obtain for \(\gamma_i \in \{\gamma^-_i, \gamma^+_i\}\) that

\[
\|s_i + \gamma_i w_i\|^2_2 = \|s_i\|^2_2 + 2\gamma_i w_i^T \bar{s} + \gamma^2_i = \Delta^2 - \bar{\alpha}^2 - \bar{\beta}^2 + 2\gamma_i w_i^T \bar{s} + \gamma^2_i \leq \Delta^2
\]

with equality if \(\bar{\beta} = 0\) and, moreover, (5.42) and (5.44) result in

\[
(H(\bar{x}) + \bar{\lambda}I)(s_i + \gamma_i w_i) = (H(\bar{x}) + \bar{\lambda}I)s_i = -g(\bar{x}).
\]

If \(\bar{\lambda} > 0\), (5.43) shows that \(\bar{\beta} = 0\). Hence, (5.44) implies that \(\bar{\lambda}(\|s_i + \gamma_i w_i\|^2_2 - \Delta^2) = 0\).

Moreover, (5.41), (5.42), (5.44) and (5.45), and the above complementarity condition yield that \((\bar{s} + \gamma_i w_i, \bar{\lambda}), \gamma_i \in \{\gamma^-_i, \gamma^+_i\}\), fulfill (5.3) and, hence, are optimal primal-dual solutions of (5.1) for \(x = \bar{x}\) by Theorem 5.1. Theorem 5.1 further implies that the hard case occurs. \(\square\)

The proof of Theorem 5.9 requires the gradient of \(\varphi\) (see (5.33)), which is given by

\[
\nabla_x \varphi(x, s) = \nabla_x g(x)^T s + (1/2)\nabla_x s^T H(x) s = \nabla_x g(x)^T s + (1/2)D H(x)^* [s s^T]
\]

Indeed, the first equality in (5.46) follows from the chain rule and the second using a similar derivation as in (4.7).

**Proof of Theorem 5.10.** 1. Let \(\bar{x} \in \mathbb{R}^n\) be arbitrary. The function \(v\) is locally Lipschitz continuous (cf. [24, Thm. 4.1]), and, hence, \(\partial v(\bar{x})\) is well-defined. From (5.1), (5.33) and [18, Thm. 2.1], we have that

\[
\partial v(\bar{x}) = \text{conv } \{ \nabla_x \varphi(x, s^*) : s^* \in S^*_T(\bar{x}) \},
\]

where \(S^*_T(\bar{x})\) denotes the set of optimal solutions of (5.1) for \(x = \bar{x}\).

Next, we establish that gradient consistency holds, i.e., that (3.5) holds distinguishing if the easy or the hard case occurs for (5.1) with \(x = \bar{x}\). The inclusion \(\partial v(\bar{x}) \subset S_0(\bar{x})\) follows from \(v\) being locally Lipschitz continuous, where \(S_0(x)\) is defined in (3.4); cf. Lemma 3.2. Let \(z \in \mathbb{R}^p\) be such that there exist sequences \((x^k) \subset \mathbb{R}^n\) and \((v_k)\), \((\eta_k) \subset \mathbb{R}^{++}\) fulfilling \(x^k \to \bar{x}\) and \(v_k, \eta_k \to 0\), and

\[
\nabla_x \varphi(x^k; v_k, \eta_k) \to z \quad \text{as} \quad k \to \infty.
\]
Lemma 5.12 implies that the sequence \((\tilde{s}_k, \tilde{\lambda}_k)\) of optimal primal-dual solutions 
\((s_k, \lambda_k)\) of (5.22) for \((x, v, \eta) = (x_k, v_k, \eta_k)\) has a convergent subsequence 
\((\tilde{s}_k, \tilde{\lambda}_k)_{K}\). 
Moreover, the sequence \((s_k(\lambda_k; x_k), \lambda_k)_{K}\) converges to \((\tilde{s}, \tilde{\lambda})\) and \(\delta_{p+2} \to \tilde{\alpha}\) as \(K \to k \to \infty\), where \(\tilde{s} \in \mathbb{R}^p\), \(\tilde{\lambda} \geq 0\) and \(\tilde{\alpha} \in \mathbb{R}\), and \(s(\lambda; x)\) is defined in (5.27).

In addition, Lemma 5.11 applies with \(A = -H\) and shows that there exists a subsequence \((\nabla_x(E(-H(x^k); \eta_k)))_{K'}\) of \((\nabla_x(E(-H(x^k); \eta_k)))_{K}\) such that

\[
\nabla_x(E(-H(x^k); \eta_k)) \to -\sum_{i=1}^{r} \theta_i DH(\bar{x})^*[w_i w_i^T] \quad \text{as} \quad K' \to k \to \infty,
\]

where \(1 \leq r \leq r(A(\bar{x}))\), \(r(A(\bar{x}))\) denotes the multiplicity of \(\lambda_{\max}(A(\bar{x}))\), \(\theta_i \in [0, 1]\), and \(\sum_{i=1}^{r} \theta_i = 1\) and \(w_i\) are pairwise orthogonal eigenvectors of \(A(\bar{x}) = -H(\bar{x})\) corresponding to \(\lambda_{\max}(A(\bar{x})) = -\lambda_{\min}(H(\bar{x}))\). 
We define \(r = r(A(\bar{x}))\).

Hence, (5.32), (5.49), and \(g\) and \(H\) being continuously differentiable show that

\[
\nabla_x \hat{v}(x^k; v_k, \eta_k) \to \nabla_x \psi(\bar{x}, \bar{s}) + (\alpha^2/2) \sum_{i=1}^{r} \theta_i DH(\bar{x})^*[w_i w_i^T] \quad \text{as} \quad K' \to k \to \infty.
\]

If the easy case occurs for (5.1) with \(x = \bar{x}\), Lemma 5.12 further implies that \(\bar{s} \in S_{\hat{p}}(\bar{x})\) and \(\bar{\alpha} = 0\). By applying (5.47), (5.48), and (5.50), we infer that \(z \in \partial \psi(\bar{x})\).

If the hard case occurs for (5.1), Lemma 5.12 further implies that \(\bar{s} + \gamma_i^+ w_i\) and \(\bar{s} + \gamma_i^- w_i\) are optimal solutions of (5.1) for \(x = \bar{x}\), where \(\gamma_i^+\) and \(\gamma_i^-\) are defined in (5.38). If \(\bar{\alpha} = 0\), (5.38) implies that either \(\gamma_i^+\) or \(\gamma_i^-\) is zero and, hence, \(\bar{s}\) is an optimal solution of (5.1) for \(x = \bar{x}\), and, hence, (5.47), (5.48), and (5.50) imply that \(z \in \partial \psi(\bar{x})\).

If \(\bar{\alpha} > 0\), (5.38) results in \(\gamma_i^+ - \gamma_i^- = 2\sqrt{(w_i^T \bar{s})^2 + \alpha^2} > 0\). We define

\[
\tau_i^+ = \frac{-\gamma_i^-}{\gamma_i^+ - \gamma_i^-}, \quad \text{and} \quad \tau_i^- = \frac{\gamma_i^+}{\gamma_i^+ - \gamma_i^-}.
\]

Furthermore, (5.38) implies that \(\gamma_i^+ > 0\) and \(\gamma_i^- < 0\) and, hence, (5.51) shows that

\[
\tau_i^+ > 0, \quad \tau_i^- > 0, \quad \tau_i^+ + \tau_i^- = 1,
\]

\[
\tau_i^+ \gamma_i^+ + \tau_i^- \gamma_i^- = \frac{-\gamma_i^+ \gamma_i^- + \gamma_i^+ \gamma_i^-}{\gamma_i^+ - \gamma_i^-} = 0, \quad \text{and} \quad \tau_i^+ (\gamma_i^+)^2 + \tau_i^- (\gamma_i^-)^2 = \alpha^2.
\]

Using (5.33) and (5.46), we obtain for \(\gamma_i \in \{\gamma_i^-, \gamma_i^+\}\) that

\[
\nabla_x \psi(x, s + \gamma_i w_i) = \nabla_x g(\bar{x})^T s + (1/2) DH(\bar{x})^*[\bar{s} \bar{s}^T] + \gamma_i \nabla_x g(\bar{x})^T w_i + (1/2) \gamma_i^2 DH(\bar{x})^*[w_i \bar{s}^T + \bar{s} w_i^T] + (1/2) \gamma_i^2 DH(\bar{x})^*[w_i w_i^T]
\]

resulting in

\[
\tau_i^+ \nabla_x \psi(x, s + \gamma_i^+ w_i) + \tau_i^- \nabla_x \psi(x, s + \gamma_i^- w_i)
\]

\[
= (\tau_i^- + \tau_i^+) \nabla_x g(\bar{x})^T s + (1/2) (\tau_i^- + \tau_i^+) DH(\bar{x})^*[\bar{s} \bar{s}^T] + (\tau_i^+ \gamma_i^+ + \tau_i^- \gamma_i^-) \nabla g(\bar{x})^T w_i + (1/2) (\gamma_i^+ \gamma_i^- + \gamma_i^+ \gamma_i^-) DH(\bar{x})^*[w_i \bar{s}^T + \bar{s} w_i^T] + (1/2) (\gamma_i^+ \gamma_i^- + \gamma_i^+ \gamma_i^-) \nabla g(\bar{x})^T w_i
\]

Hence, (5.52) implies that

\[
\tau_i^+ \nabla_x \psi(x, s + \gamma_i^+ w_i) + \tau_i^- \nabla_x \psi(x, s + \gamma_i^- w_i)
\]

\[
= \nabla_x g(\bar{x})^T s + (1/2) DH(\bar{x})^*[\bar{s} \bar{s}^T] + (\alpha^2/2) DH(\bar{x})^*[w_i w_i^T],
\]
implying with $\sum_{i=1}^r \theta_i \tau_i^+ \nabla_x \varphi(\bar{x}, \bar{s} + \gamma_i^+ w_i) + \sum_{i=1}^r \theta_i \tau_i^- \nabla_x \varphi(\bar{x}, \bar{s} + \gamma_i^- w_i)
abla_x \varphi(\bar{x}, \bar{s} + \gamma_i^- w_i) = \nabla_x \varphi(\bar{x}, \bar{s}) + (\bar{\alpha}^2/2) \sum_{i=1}^r \theta_i D H(\bar{x})^*[w_i w_i^T].$

Moreover, using (5.52), we have that $\sum_{i=1}^r \theta_i \tau_i^+ + \sum_{i=1}^r \theta_i \tau_i^- = \sum_{i=1}^r \theta_i (\tau_i^+ + \tau_i^-) = 1$ and the limit in (5.50) equals (5.53). Now, we use that $\nabla_x \varphi(\bar{x}, \bar{s} + \gamma_i^+ w_i)$ and $\nabla_x \varphi(\bar{x}, \bar{s} + \gamma_i^- w_i)$ are contained in $\partial v(\bar{x})$ (cf. Lemma 5.12) implying that (5.53) is a convex combination of elements of $\partial v(\bar{x})$. Hence, (5.47), (5.48) and (5.50) yield $z \in \partial v(\bar{x})$.

2. Adapting the above reasoning and using (5.32) we obtain that $(\nabla_x \tilde{\psi}(x^k; \nu_k, \eta_k))$ has a converging subsequence if $x^k \to x$ and $\nu_k, \eta_k \to 0^+$ as $k \to \infty$.

Theorem 5.9 and Theorem 5.10 imply that the function $\tilde{\psi}_j : \mathbb{R}^n \times \mathbb{R}_{++}^2 \to \mathbb{R}$ given by

$$\tilde{\psi}_j(x; \nu, \eta) = h_j(x) - \min_{s \in \mathbb{R}^{p+2}} \left\{ \frac{1}{2} s^T \tilde{H}_{\eta,j}(x) s + \tilde{g}_{\nu,j}(x)^T s : \|s\|_2 \leq \Delta \right\},$$

is a smoothing function of $\psi_j$ (see (1.6)), where $h_j(x) = a_j(x), g_j(x) = -\tilde{\Sigma}^{1/2} b_j(x)$, and $H_j(x) = -\tilde{\Sigma}^{1/2} C_j(x) \tilde{\Sigma}^{1/2}$. Moreover, $\tilde{H}_{\eta,j}$ and $\tilde{g}_{\nu,j}$ are defined as in (5.23) with $H$ and $g$ replaced by $H_j$ and $g_j$, respectively. The representation of $\tilde{\psi}_j$ results from (1.6) being transformed to the TRP (5.1) using $d \mapsto s = \tilde{\Sigma}^{-1/2} d$.

**Theorem 5.13.** Let $\Sigma \in \mathbb{S}^n_{++}$, and $a_j : \mathbb{R}^n \to \mathbb{R}, b_j : \mathbb{R}^n \to \mathbb{R}^p$ and $C_j : \mathbb{R}^n \to \mathbb{R}^p$ be $q$-times continuously differentiable, where $q \geq 1$ and $j \in J$. Then, the following conditions hold true.

1. The function $\tilde{\psi}_j$ defined in (5.54) is a smoothing function of $\psi_j$, $\tilde{\psi}_j(x; \nu, \eta)$ is $q$-times continuously differentiable for every $\nu, \eta > 0$, and gradient consistency holds.

2. Let $x \in \mathbb{R}^n$ be given and $(x^k) \subset \mathbb{R}^n$ and $(\nu_k), (\eta_k) \subset \mathbb{R}_{++}$ be sequences converging to $x$ and 0 as $k \to \infty$, respectively. Then, there exists a convergent subsequence $(\nabla_x \tilde{\psi}_j(x^k; \nu_k, \eta_k))_{K}$ of $(\nabla_x \tilde{\psi}(x^k; \nu_k, \eta_k))$.

The computational cost of evaluating (5.54) are essentially the same as the evaluation of (1.6) since $\tilde{H}_{\eta,j}(x)$ (see (5.23)) is a block-diagonal matrix for $x \in \mathbb{R}^n$ implying that our smoothing approach is tractable both theoretically and practically.

**6. Convergence of the homotopy method.** We show that a sequence of KKT-tuples of (3.2) generated by Algorithm 3.1 converges to a stationary point of the DROP (3.1) under mild assumptions. We define $\tilde{F}_j : \mathbb{R}^n \times \mathbb{R}^3_{++} \to \mathbb{R}$ by

$$\tilde{F}_j(x; t) = \tilde{\varphi}_j(x; \tau) + \tilde{\psi}_j(x; \nu, \eta)$$

and recall that $F_j : \mathbb{R}^n \to \mathbb{R}, F_j(x) = \varphi_j(x) + \psi_j(x)$ for all $j \in J$, where we set $t = (\tau, \nu, \eta)$, and $\tilde{\varphi}_j$ and $\tilde{\psi}_j$ is defined in (4.3) and (5.54), respectively. Suitable assumptions on (1.4) imply that the DROP (3.2) has feasible points.

**Proposition 6.1.** Let $z \in \mathbb{R}^n$ be a strictly feasible point for (3.1) and let the conditions of Theorem 4.2 and Theorem 5.13 be fulfilled for any $j \in J \setminus \{0\}$. Then, $z$ is a strictly feasible point to (3.2) for all sufficiently small $t > 0$.

**Proof.** Theorem 4.2, Theorem 5.13, and (6.1) imply that

$$\tilde{F}_j(z; t) = \tilde{\varphi}_j(z; \tau) + \tilde{\psi}_j(z; \nu, \eta) \to F_j(z) \quad \text{as} \quad t = (\tau, \nu, \eta) \to 0^+$$

for all $j \in J \setminus \{0\}$ establishing the assertion.
Next, we provide a global convergence result of Algorithm 3.1.

**Theorem 6.2.** Let the conditions of Theorem 4.2 and Theorem 5.13 hold for all \( j \in J \). Choose \( \varepsilon_{\text{min}}, t_{\text{min}} = 0 \) and let the sequence \((x^k, \vartheta^k)_{k=0}^\infty \) be generated by Algorithm 3.1. Then, every accumulation point of \((x^k, \vartheta^k)_{k=0}^\infty \) is a KKT-point of (3.1).

Proof. Let \((\bar{x}, \bar{\vartheta})\) be an accumulation point of \((x^k, \vartheta^k)_{k=0}^\infty \). Then, there exists a subsequence \((x^{k_j}, \vartheta^{k_j})_{k_j=0}^\infty \) of \((x^k, \vartheta^k)_{k=0}^\infty \) converging to \((\bar{x}, \bar{\vartheta})\) as \( K \ni k \to \infty \). Further, it holds that \( 0 \leq \chi(x^{k_j}, \vartheta^{k_j}; t^k) \leq \varepsilon_k \) for all \( k \geq 0 \), where \( \chi \) is defined in (3.3). Since \( \varepsilon_k \to 0 \) as \( k \to \infty \), we obtain from (6.1), Theorem 4.2 and Theorem 5.13 that

\[
\varepsilon_k \geq |\min\{-\bar{F}_j(x^{k_j}; t^k), \vartheta^{k_j}\}| \to |\min\{-F_j(\bar{x}), \bar{\vartheta}\}| = 0 \quad \text{as} \quad K \ni k \to \infty, \quad \forall j \in J \setminus \{0\}.
\]

Because \((a, b) \mapsto \min\{a, b\}\) is a complementarity function, we have that \( \bar{\vartheta} J F_j(\bar{x}) = 0 \), \( F_j(\bar{x}) \leq 0 \) and \( \bar{\vartheta} \geq 0 \) for all \( j \in J \setminus \{0\} \). We can assume w.l.o.g. that the sequences \((\nabla x \bar{\varphi}_j(x^k; \tau_k))_K, j \in J, (\nabla x \bar{\psi}_j(x^k; \nu_k, \eta_k))_K, j \in J, \) are convergent; cf. Theorem 4.2 and Theorem 5.13. Hence, there exist \( v_j, w_j \in \mathbb{R}^n \) such that

\[
\nabla x \bar{\varphi}_j(x^k; \tau_k) \to v_j, \quad \nabla x \bar{\psi}_j(x^k; \nu_k, \eta_k) \to w_j \quad \text{as} \quad K \ni k \to \infty, \quad \forall j \in J.
\]

Now, let \( j \in J \) be arbitrary. We verify that \( v_j + w_j \in \partial F_j(\bar{x}) \). Theorem 4.2 and Theorem 5.13 apply and yield that \( v_j \in \partial \varphi_j(\bar{x}) \) and \( w_j \in \partial \psi_j(\bar{x}) \) due to gradient consistency. Next, [18, Thm. 2.1] and [19, Prop. 2.3.6] show that \( \varphi_j \) and \( \psi_j \) are regular according to [19, Def. 2.3.4] and, therefore, [19, Cor. 3 on p. 40] results in \( \partial F_j(\bar{x}) = \partial \varphi_j(\bar{x}) + \partial \psi_j(\bar{x}) \) showing \( v_j + w_j \in \partial F_j(\bar{x}) \). Hence, we have that

\[
v_0 + w_0 + \sum_{j \in J \setminus \{0\}} \bar{\vartheta}_j(v_j + w_j) \in \partial F_0(\bar{x}) + \sum_{j \in J \setminus \{0\}} \bar{\vartheta}_j \partial F_j(\bar{x}).
\]

Moreover, \( \chi(x^k, \vartheta^k; t^k) \to 0 \) as \( k \to \infty \), where \( \chi \) is defined in (3.3), implies that

\[
\nabla x \bar{F}_0(x^k; t^k) + \sum_{j \in J \setminus \{0\}} (\vartheta^k)_j \nabla x \bar{F}_j(x^k; t^k) \to 0 \quad \text{as} \quad K \ni k \to \infty,
\]

and, therefore, we infer that \( 0 \in \partial F_0(\bar{x}) + \sum_{j \in J \setminus \{0\}} \bar{\vartheta}_j \partial F_j(\bar{x}) \).

If we only assume \((x^k)\) to have a convergent subsequence, we need to impose a suitable CQ for (3.1) to infer convergence of a subsequence of \((\vartheta^k)\); cf. [56, Thm. 3.2]. Moreover, the existence of KKT-tuples of the DROP (3.2) may be verified under suitable CQs for (3.1); cf. [56].

**7. Numerical examples.** We construct DROPs from the Moré-Garbow-Hillstrom test set [39] consisting of standard NLPs modeling design variables as uncertain, which has been considered in, e.g., [8, 35], for RO:

\[
(7.1) \quad \min_{x \in \mathbb{R}^n} \sup_{P \in \mathcal{P}_x} \mathbb{E}_P[f_0(x + \xi)],
\]

where \( \mathcal{P}_x \) is defined by

\[
(7.2) \quad \mathcal{P}_x = \{ P \in \mathcal{M} : ||\mathbb{E}_P[\xi]||_2 \leq \epsilon, \ 0 \leq \text{Cov}_P[\xi] \leq \epsilon I \}.
\]

We choose \( \epsilon = \{10^{-3}, 10^{-2}\} \) and refer to Appendix A for a description of how we selected test problems. The goals of our numerical results are to show that our algorithmic scheme is effective in that Algorithm 3.1 is an efficient method to solve

\[
(7.3) \quad \min_{x \in \mathbb{R}^n} F_0(x),
\]
where \( F_0 \) is defined in (6.1) and \( a_0(x) = f_0(x), b_0(x) = \nabla f_0(x), C_0(x) = \nabla^2 f_0(x) \) is chosen in (1.5) and (1.6), and it allows to compute stationary points of (7.3), which are more robust than stationary points of the deterministic

\[
\min_{x \in \mathbb{R}^n} f_0(x),
\]

and the stochastic program

\[
\min_{x \in \mathbb{R}^n} \mathbb{E}_{P_\epsilon}[f_0(x + \xi)],
\]

for \( P_\epsilon = N(0, (\epsilon/10)I) \). We choose \( P_\epsilon = N(0, (\epsilon/10)I) \) to mimic the set up of the application considered in [20, sect. 4.3].

All problems are solved using \texttt{IPOPT} [54] and its \texttt{Julia} interface \texttt{Ipopt.jl} without modifying options except of the overall termination, which was set to \( 10^{-4} \) for all iterations of Algorithm 3.1, and it was chosen as \( 10^{-5} \) for the solution of the nominal problems (7.4) and the sample average approximation of (7.5). We use exact Hessian information for nominal and stochastic programs and L-BFGS in Algorithm 3.1. Derivatives are computed with automatic differentiation using the \texttt{ForwardDiff} [45] including the gradients of the smoothing functions \( \varphi_0 \) (see (4.3)) and \( \psi_0 \) (see (5.54)). Theorem 4.2, Theorem 5.6 and the termination tolerance used in Algorithm 3.1 motivate the choices \( \nu_{\min} = 10^{-8} \) and \( \eta_{\min} \), \( \tau_{\min} = \sqrt{\nu_{\min}} \), and, moreover, \( \nu_0 = 10^{-2} \), and \( \eta_0, \tau_0 = \sqrt{\nu_0} \). We define \( \nu_{k+1} = \rho^2 \nu_k \), and \( \eta_{k+1}, \tau_{k+1} = \rho \eta_k \), where \( \rho = 0.1 \).

To solve (7.3), we choose \( x_N^* \) as initial value in Algorithm 3.1, where \( x_N^* \) is the stationary point computed by \texttt{IPOPT} for the nominal problem (7.4), which results in less iterations than using the initial values of the test problems. To initialize the solution of (7.3) in the \((k+1)\)st iteration of Algorithm 3.1, we use the one obtained in the \(k\)st iteration. Numerical values are displayed with four significant figures and we approximated expected values using Monte Carlo with 1000 independent samples.

Our choices for the smoothing parameters imply that Algorithm 3.1 performs five outer iterations. Table 1 lists the median number of corresponding objective function, gradient and Hessian evaluations used by \texttt{IPOPT} to compute a stationary point of (7.3) using Algorithm 3.1, of (7.4) and of the sample average approximation of (7.5). Evaluating the smoothing function \( \tilde{F}_0 \) (see (6.1)) of the cost function \( F_0 \) of (7.3) at \((x, t)\) requires \( f_0(x) \) (see (7.4)), \( \nabla f_0(x) \) and \( \nabla^2 f_0(x) \). To obtain \( \nabla_x \tilde{F}_0(x; t) \), we reuse the gradient \( \nabla f_0(x) \), the Hessian \( \nabla^2 f_0(x) \), and compute the gradients of \( x \mapsto s^T \nabla^2 f_0(x)s, x \mapsto \nabla f_0(x)^T s \), where \( s \) is optimal solution of the TRP (5.54), and of two mapping of the form \( x \mapsto \nabla^2 f_0(x) \bullet R \) where \( R \in \mathbb{S}^p \); cf. (4.6) and (5.32). For efficiency, we exploit that the gradient of \( x \mapsto \nabla f_0(x)^T s \) equals \( \nabla^2 f_0(x) s \). We believe that Table 1 indicates that Algorithm 3.1 is an efficient method for (7.3).

The solution of the TRPs (5.54) using [40, Alg. 3.14] for all iterations of Algorithm 3.1 required less than six iterations making it an effective method. In particular, they are insensitive w.r.t. the choice of smoothing parameters \( \eta_k, \nu_k \). The evaluation of (1.5) using (4.2) instead of applying SDP solvers is about three orders of magnitudes faster, e.g., for \( p = 20 \), the quotient of the median run time over 100 randomly generated SDPs of the form (1.5) using (4.2) and \texttt{SCS} [43] is \( 4.340 \cdot 10^{-4} \).

Table 2 lists for mgh01 and mgh03 the number of iterations. Moreover, it displays the KKT-error of \texttt{IPOPT}, the distance of the stationary point of the current iteration to the one of the previous iteration and the smoothing parameter \( \nu_k \) for each outer iteration \( k \) of Algorithm 3.1. We deduce that empirically the distance
of subsequent stationary points (3.2) computed by Algorithm 3.1 converges to zero and that the number of inner iterations decreases monotonically indicating that the homotopy method is computationally efficient.

For each selected problem, we compare the stationary points $x_{DR}^{*}$ of (7.3), $x_{N}^{*}$ of (7.4) and $x_{S}^{*}$ of (7.5) using the following two quantities:

$$V_{E}(x) = \max_{1 \leq i \leq 10} \mathbb{E}_{P_{i}}[f_{0}(x + \xi_{i})], \quad V_{STD}(x) = \max_{1 \leq i \leq 10} \mathbb{S}T_{D_{P_{i}}}[f_{0}(x + \xi_{i})],$$

where $P_{i} = N(\mu_{i}, \sigma_{i}^{2}I) \in P_{e}$, and $\mu_{i}$ and $\sigma_{i}$ are independent and uniformly distributed on $\{ \mu \in \mathbb{R}^{p} : \| \mu \|_{2} \leq 1 \}$ and $\{ \sigma \in \mathbb{R} : 0 \leq \sigma^{2} \leq \epsilon \}$, respectively. Here, $\mathbb{S}T_{D}$ denotes the standard deviation. The quantities in (7.6) mimic maximum mean and standard deviations of repeated implementations of $x$ and $V_{E}(x)$ is a lower bound on the objective function value of (7.1) evaluated at $x$. Table 3 and Table 4 display $V_{E}(x)$ and $V_{STD}(x)$, for $x \in \{x_{DR}^{*}, x_{N}^{*}, x_{S}^{*}\}$, and $\epsilon \in \{10^{-3}, 10^{-2}\}$. We conclude that in most cases the distributionally robust stationary point has lower mean and standard deviation than nominal and stochastic stationary points.

The problems mgh33 and mgh34 are quadratic w.r.t. $\xi$ (cf. [39, sect. 3]) and, hence, the approximation scheme is exact, i.e., (7.1) is equivalent to (7.3). For the problems mgh10, mgh11 and mgh17, we obtain very different orders of magnitude of $V_{E}(x)$ and of $V_{STD}(x)$ for $x \in \{x_{N}^{*}, x_{DR}^{*}, x_{S}^{*}\}$, resulting from exponential terms in the corresponding objective functions; cf. [39, sect. 3].

8. Conclusion and outlook. We have provided a new algorithmic scheme for both DRO and RO. The main advantages of our approach are, that the number of constraints of the DROP is the same as for the nominal problem, MPCCs and NSDPs are avoided, and any NLP solver can be used to compute stationary points of the DROPs in Algorithm 3.1. Moreover, it is applicable to a large class of problems.
through second order expansions \( m_j \) (see (1.3)) of \( f_j \), we obtain tractable approximations to the worst-case functions of (1.1), as TRPs and SDPs are computationally tractable; cf. [5, 6]. The use of second order expansions may be viewed as a trade off between accuracy and tractability, and may provide more accurate approximations than linearizations.

**Appendix A.** We selected problems from the Moré-Garbow-Hillstrom test set [39], which is available in Julia through the package NLSProblems.jl (version as of
Nov 16, 2018) using its default set up as follows: We compute for each test problem a stationary point \( x_N^* \) of the nominal problem (7.4) and select problems fulfilling

\[
Z_\epsilon(x_N^*) \geq 10^{-1}, \text{ where } \epsilon = 10^{-3}; \text{ cf. Table 5.}
\]

A related approach has been used in [4] to investigate uncertain linear programs.

### REFERENCES


DISTRIBUTIONALLY ROBUST NONLINEAR OPTIMIZATION


